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“一类人有一类人原力觉醒的方式。

物理学家想学习上帝；

数学家想反抗上帝；

哲学家认为自己就是上帝；

生物学家想造上帝的反……

工程师说都不用，我们再造一个。”

——《甲小姐：站在两个世界之间》甲子光年 2017.10
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1.1 Sora让文生视频迎来“GPT-3”时刻

OpenAI发布文生视频模型Sora，堪称视频生成领域的“GPT-3”时刻

“Sora”一词在微信指数及百度指数的关注度快速上升

2月16日微信指数快速上升

百度关键词搜索趋势处于高位

效果逼真：普通人一时难以分辨

时长感人：60秒高清视频生成

“百万”剪辑：堪比专业的镜头语言

多模态：文字、图片、视频皆可生成视频

春节假期甚至还未结束，Sora已引发全民关注 “炸裂”视频效果成为讨论热点



1.2 Sora的展现效果

Sora模型展现自身超强视频生成及剪辑能力，超出其他竞品一个段位

能力项 Sora 其他模型

基本
视频
生成

视频时长 60秒 20秒以内

视频长宽比
1920*1080之间

的任意尺寸

固定尺寸比例，
例如16:9，
9:16，1:1等

视频清晰度 1080p
部分upscale

后达到4k

多模
态生
成

语言理解能力 强 弱

文本生成视频 支持 支持

图片生成视频 强 支持

视频生成视频 支持 支持

视频
编辑

文本编辑视频 支持 支持

扩展视频 向前/向后扩展 仅支持向后

视频的无缝连接 支持 不支持

独特
模拟
能力

3D一致性 强 弱或不支持

远程相干性和物体持久性 强 弱

世界交互 强 弱

数字世界模拟 支持 不支持

Sora的语言理解能力更强，可将简短的用户提示转换为更长的详细描述

Sora还可以生成图片，最高可达到2048*2048分辨率

Sora通过插帧技术，实现完全不同主题和场景构图的视频之间的流畅自然的过渡效果

Sora可生成具有动态摄像机运动效果的视频，随着摄像机的移动和旋转，人和场景元素在三维空间中保持一致移动

Sora可以对短期和长期依赖关系进行建模，保持各个主体的时空连贯性和一致性

Sora以简单的方式模拟影响世界状态的行为，比如一个人吃完汉堡可以在上面留下咬痕

Sora还能够模拟人工过程，比如视频游戏，同时通过基本策略控制玩家，同时以高保真度渲染世界及其动态

模型 Gen-2 pika1.0
Stable Video 

Diffusion
Emu Video W.A.L.T

开发团队 Runway Pika Labs Stablity AI Meta
李飞飞及其学生团

队、谷歌
时间 2023年11月 2023年11月 2023年11月 2023年11月 2023年12月
长度 4-18秒 3-7秒 2-4秒 4秒 3秒

分辨率
768*448，1536*896，

4096*2160
1280*720
2560*1440

576*1024 512*512 512*896

是否开源 非开源 非开源 开源 非开源 非开源

其他
模型
情况



1.2 Sora的展现效果

大模型训练的“暴力美学”在视频生成领域再次涌现卓越特性

3D一致性：确保景别切换时运镜的连贯

1 2

3 4

1 2

3 4

以上四个镜头由远及近，保证了视频镜头中人和场景的一致性，是其他AI
生成视频中少见的。

远程相关性和物体持久性

以上四个镜头在同一视频中生成，包括机器人的多个角度。

画家可以在画布上留下新的笔触，并随着
时间的推移而持续存在。

与世界互动：Sora有时可以用
简单的方式模拟影响世界状况

的动作

模拟数字世界

例如，Sora可以同时通过基本策略控制
《我的世界》中的玩家，同时以高保真度
渲染世界及其动态。

不同主题场景视频的无缝
连接 一键进行风格渲染

基于时空双维度的视频扩展

文/图像/视频生视频的功能 视频剪辑功能

 OpenAI发现视频模型在大规模训练时表现出许多有趣的“涌现”能力，使Sora能够从物理世界中模拟人、动物和环境。值得一提的是OpenAI官网所说的“they are purely phenomena 
of scale”——它们纯粹是“规模现象”，这再一次验证了“暴力美学”。



1.3 Sora的出现意味着AGI的又一个里程碑时刻

Sora意味着scaling law（规模法则）再次验证，推动文生视频进入“GPT-3”时刻

 Scaling law（规模法则）的再次验证：虽然Sora并不十全十美，但它通过scaling law和原有模型拉开了差距，为视频生成领域提供了另一条可
以走通的路线，推动行业进入全新的阶段。

 文生视频的“GPT-3”时刻：从发展阶段类比，Sora更像文本模型的GPT-3时刻。ChatGPT让人类看到实现AGI的雏形，Sora让实现AGI的目标
又进一步。

备注说明：
信能比，是甲子光年智库发明的概念，反映单位能源所能驾驭的信息量。信能比通过单位时间内产生/传输/使用/存储的信息量除以单位时间内所消耗的能源量计算得出，反映单位能源所能调用的信息量水平的高低。
信能比可以体现数据智能技术的先进性和能源效率的高效性：它能够反映整个社会数字化、智能化水平的高低；它能体现能源体系的可持续发展能力；它能反映生产力的高低和生产效率的提升；它能体现社会经济发展的先进性、创新性、可持续性。

原始时代 农业时代 工业时代
第一台计算机…

第一代PC

iPhone4

GPT-1 GPT-2

GPT-3

ChatGPT

GPT-4

Sora AGI

5000 200 1946 1985 2010 2018 2019 2020 2022 2023 2025 2030

>300

+∞

智能新世代：Sora向AGI再进一步

0

信能比

<  AI赋能生产力跃迁

<  AI赋能生产力二次跃迁，开
启智能新世代

信能比>100

信能比>300

无穷小 信息时代 数字时代 智能新世代

宙线：时间
（人类文明进化历程）

当下

文本生成模型
推动人类向AGI迈过第一个里程碑

文生视频模型
推动人类向AGI迈过又一个里程碑



1.4 Sora开启“明牌游戏”，推动AIGC应用时间轴进一步被压缩

历史反复表明，一旦先行者模式验证，后来者整体的应用进程时间表将加快

领域类型 2020年之前 2020年 2022年 2023年 2024年E 2025年E 2030年E

文本领域

诈骗垃圾信息
识别
翻译
基础问答回应

基础文案撰写
初稿

更长的文本
二稿

垂直领域的文
案
撰写实现可精
调（论文等）

终稿，水平接
近人类平均值

终稿，水平高
于人类平均值

终稿，水平高
于专业写手

代码领域 单行代码补足 多行代码生成
更长的代码
更精确的表达

支持更多语种
领域更垂直

根据文本生成
初版应用程序

根据文本生成
初版应用程序

根据文本生成
终版应用程序，
比全职开发者
水平更高

图像领域
艺术
图标
摄影

模仿（产品设
计、建筑等）

终稿（海报设
计、产品设计
等）

终稿（产品设
计、建筑等）

终稿，水平高
于专职艺术家、
设计师等

视频/3D/游
戏领域

视频和3D文件
的基础版/初稿

根据文本生成
初版的短视频

根据文本生成
初版的长视频，
并实际应用于
制作环节

AI版Roblox
可依个人梦想
定制的游戏与
电影

图2：生成式AI技术的成熟应用进程时间表

 先行者往往要花费大量时间精力试错，一旦模式跑通，“明牌游戏”就开启了。后来者会有更好的参考系和聚焦方向。ChatGPT后续的文本生成模型进展就说明了
这一点。

 过去一年，AI文本生成和图像生成相继走向成熟，Sora的发布意味着视频生成应用走向成熟的时间比原先预计的更早出现，AIGC已经加速迈入视频生成阶段。

 对此，甲子光年智库更新了生成式AI技术的成熟应用进程时间表。2024年可实现根据文本提示生成初版短视频，2025年有望实现根据文本生成初版长视频，并在视
频制作环节真实使用落地。

大模型成熟难度： 初级尝试 接近成熟 成熟应用

51.9%

37.6%

32.4%

27.6%

26.2%

22.4%

17.1%

文本生成类

图像生成类

科研文字生成类

视频生成类

代码生成类

语音生成类

多模态生成类

图1：AIGC用户偏好使用的大模型产品类型



1.5 Sora验证视频生成的新技术范式

 视频生成技术路线在过去主要有两条，一条是基于Transformer的路线，以Phenaki为代表，第二条是Diffusion Model（扩散模型）路线，该路线
在2023年是主流路线，诞生了Meta的Make-A-Video、英伟达的Video LDM，Runway的Gen1、Gen2，字节的MagicVideo等代表性产品。

 Sora的发布，对Transformer + Diffusion Model（DiT）路线进行了成果瞩目的验证。

Sora的出现意味着视频生成的DiT技术路线得到有力验证

时间
2024

生
成
视
频
质
量

Transformer + 
Diffusion Model

早期 2022 2023

GAN + VAE
Transformer

Diffusion 
Model

早期
路线

Transfor
mer路线

扩散模
型路线

DiT路线

代表产品：
Sora

代表产品：
Make-A-Video
Video LDM
Text2Video-Zero
Runway-Gen2 
通义千问视频大模型

代表产品：
Phenaki
Cog Video
VideoGPT

代表产品：
Text2Filter

Gen-2

Pika1.0

stable video 

diffusion

Emu Video

W.A.L.T

Sora

0 10 20 30 40 50 60 70

图2：Sora技术优势与竞品的对比情况

720P

高清
1080P

最大生
成时长
（秒）

视频
分辨率

图1：AIGC视频生成的技术演进路径



1.6 Sora的技术原理

 Sora模型将视频压缩到低维空间（latent space），并使用时空补丁（Spacetime latent patches）来表示视频。这个过程类似于将文本转换为
Token表示，而视频则转换为patches表示。Sora模型主要在压缩的低维空间进行训练，并使用解码器将低维空间映射回像素空间，以生成视频。

 Sora使用了diffusion模型，给定输入的噪声块+文本prompt，它被训练来预测原始的“干净”分块。

 Sora是diffusion transformer，而transformer在各个领域都表现出显著的规模效应。

Patch（时空编码思路）+DiT（Diffusion和Transformer模型的结合）+Scaling Law（规模效应）
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Latent Spacetime Patches

Patchify

Denoised latent

ZT ZT-1
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instructions
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GPT-4

Augmented
prompt
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图：业内推测出的Sora技术架构图



1.6 Sora的技术原理

 Sora模型的实施路径有四个核心部分：

̶ Part1：使用文生图模型（DALLE 3）把文本和图像对<text, image>联系起来。

̶ Part2：视频数据切分为Patches，通过编码器压缩成低维空间表示，解决了时间和空间两个维度的注意力交互（patch化是训练生成式模型的一个非常scalable和高效的图
像/视频表征形式）。

̶ Part3：Diffusion Transformer。

• Denoising Diffusion Probabilistic Models (DDPMs)：通过逐步添加噪声来模拟数据分布，然后学习逆向过程去除噪声，以生成新的数据。DiT是DDPM在图像生成中的应用。

• Latent Diffusion Models (LDMs)：使用变分自编码器将图像压缩到低维表示，然后在低维空间中训练DDPM。这样可以降低计算成本，并使DiT成为基于Transformer的DDPM的适用框架。

̶ Part4：DiT生成的低维空间表示，可通过解码器恢复成像素级的视频数据。

Sora模型的实施路径可拆分为四个部分

图：业内推测的模型实施路径解析
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1.7 Sora的局限性

Sora仍存在三大方面局限性，会短期制约其商业化、规模化应用

技术局限性
伦理合规性

普适制约性

物理现实主义的挑战

Sora对复杂场景中物理原理的处理不一致，导致无法准确复制因
果关系，偶尔会偏离物理合理性。例如物体的不自然变换或对刚
性结构的不正确模拟，导致不切实际的物理交互。此外，描绘复
杂的动作或捕捉微妙的面部表情是模型可以增强的领域。以上，
导致Sora现阶段更擅长幽默的结果而非严肃的内容。

时空连续性的挑战

Sora生成的视频中可能会出现物体无缘无故消失或出现， Sora
有时会误解给定提示中与物体的放置或排列相关的指令，从而导
致方向混乱。此外，它在保持事件的时间准确性方面面临挑战，
可能会导致预期时间流发生偏差，影响生成内容的可靠性和连贯
性。

人机交互的限制

Sora生成视频的随机性很强，类似人类的“做梦”，用户可能很
难精确指定或调整视频中特定元素的呈现，这限制了Sora在视频
编辑和增强方面的潜力，也让Sora在长视频应用中面临挑战。

数据合规性

可能涉及到他人的隐私信息，例如在视频中出现的人物、场景或
个人数据等。未经授权或未经允许的情况下，生成和传播涉及他
人隐私的虚假视频可能导致隐私泄露问题。

版权风险

生成的视频内容可能涉及到他人的知识产权/版权，如果未经授
权使用他人的作品或内容进行生成，就可能涉嫌侵犯他人的版权
权益，引发版权纠纷或法律诉讼。

AI安全问题

可能导致深度伪造视频的增加，即利用技术手段在视频中替换现
实中的人物或场景，使得伪造的视频无法通过肉眼识别真伪，给
社会带来信任危机和安全隐患。确保Sora的输出始终安全且公正
是一项主要挑战。

经济账与成本问题

OpenAI自从推出文本生成大模型再到推出视频生成大模型，
一直没有解决商业化问题，大模型的训练需要较高成本投入，
如何算好经济账是影响规模化应用的前提。

需要依赖高质量、大规模的视频数据

Sora的训练路径需要依赖庞大规模的视频数据，并需要较高的
数据标注、合成能力，后期的迭代升级会受到底层训练数据的
影响与限制。

算力瓶颈问题

Sora视频模型的训练需要很高的算力支撑，如何平衡算力、成
本、能源消耗等关系是值得关注的制动因素，也将是影响Sora
大规模商业化运营的瓶颈。

数据来源：甲子光年智库梳理，2024年；
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视频生成处于用户满意但不推荐象限，说明现有视频生成工具虽然惊艳，但尚无法支持实际工作

数据来源：甲子光年智库，N=476，2023年问卷调研；
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1.8 Sora引发的世界模型之争

Sora被OpenAI定义为“世界模拟器”，由此引发了世界模型的实施路线之争

OpenAI 把 Scale 作为核心价值
观之一：我们相信规模——在我
们的模型、系统、自身、过程以
及抱负中——具有魔力。当有疑
问时，就扩大规模。

VS
OpenAI 是自回归生成式路线（Auto-regressive models），遵循“大数据、大模型、大算力”
的暴力美学路线。从 ChatGPT 到 Sora，都是这一思路的代表性产物。

Yann LeCun，图灵奖获得者和Meta首席科
学家，最近表达了对Sora的生成式技术路线
的质疑，并指出该路线可能面临失败的风险。

Yann LeCun认为，仅凭文字提示生成逼真视频并不代表模型真正理
解物理世界。他指出生成视频的过程与基于世界模型的因果预测完
全不同。

在2月19日的发文中，他再次反驳了通过生成像素来建模世界的观点，
认为这种方法是浪费，就像被广泛抛弃的“通过合成来分析”的想
法一样，注定会失败。

Yann LeCun认为文本生成之所以可行是因为文本本身是离散的，具
有有限数量的符号。在这种情况下，处理预测中的不确定性相对容
易。而在处理高维连续的感觉输入时，基本上不可能处理预测的不
确定性，这也是为什么针对感觉输入的生成模型注定会失败的原因。

Keras 之父 François Chollet 也
持有类似观点。他认为仅仅通过
让 AI 观看视频是无法完全学习到
世界模型的。尽管像 Sora 这样的
视频生成模型确实融入了物理模
型，问题在于这些模型的准确性
及其泛化能力——即它们是否能
够适应新的、非训练数据插值的
情况。

Artificial Intuition的作者
Carlos E. Perez认为，Sora并
没有真正学会物理规律，只是
表面上看起来像学会了，就像
几年前的烟雾模拟一样。

知名 AI 学者、Meta AI 研究科
学家田渊栋也表示，关于 Sora 
是否有潜力学到精确物理（当
然现在还没有）的本质是：为
什么像“预测下一个 token ”或
“重建”这样简单的思路会产
生如此丰富的表示？

正方： OpenAI 把它定义为一个“世界模拟器”
（World Simulator）

反方：仅根据文字提示生成逼真的视频，并不代表模
型理解了物理世界！

OpenAI 表示：“ Sora是能够理解和模拟现实世界模型的基础，
我们相信这种能力将成为实现 AGI 的重要里程碑。”

英伟达高级研究科学家 Jim Fan 更是直接断言：“Sora是一个
数据驱动的物理引擎，是一个可学习的模拟器，或世界模型。”
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2.1 走向AI创生时代，改变世界刚刚开始

AIGC视频生成开启AI创生时代，重塑视频产业链仅仅是第一步

 甲子光年智库将AIGC视频生成对世界的影响分为如下四个阶段：
 L1：AI生产时代/AI工业时代。AIGC引发内容相关产业的生产力变革，视频产业将是首先被重塑的领域，AI驱动内容领域迎来“工业革命”，大幅提升内容生产效率，形成第二生产力。
 L2：AI原生时代。AIGC将进一步引发生产关系变革，引发角色与分工的变迁。视频成为人类信息表达的第二语言，人类语言将告别“词不达意”阶段，重塑人、内容、机器间的生产关系

与交互关系。在这一阶段，AI渗透率将无限逼近人类在数字世界的生产活动行为边界——人在数字世界可以做的事情，AI都可以做。
 L3：AI创生时代。AI与物理世界进一步融合，逐渐渗透逼近人在物理世界的生产活动行为边界。从AI for science到生产制造，从人形机器人到世界模型，AI将逐渐突破人类为主语的创造

范畴，世界模型将创造人类智慧之外的“第二智慧体系”。
 L4：AI文明时代。AI推动人类认知重塑，开启AI文艺复兴。AI会深度参与人类的物理世界和心灵世界，人类智慧与AI将互相影响、共同进化，人类文明进入“双生时代”，形成“AI的归

AI，人类的归人类”的有序分工和共生模式。

• AIGC视频生成
• 提示交互式制作范式

终极
？

技
术
成
熟
度

改变世界
的进程

图：AIGC视频生成改变世界的进程展望

L1：AI生产时代 L2：AI原生时代 L3：AI创生时代 L4：AI文明时代

• 数字科研
• 世界模型
• 人形机器人
• AI+生产制造

• 智能融合
• 文化共生
• 重塑文明

• 新型社交网络
• 人机交互
• 数字人
• 元宇宙

第二生产力

第二语言

第二智慧体系

双生文明



2.2 L1-AI生产时代：“拍扁”视频制作链条，开启“提示交互式” 新范式

基于AIGC视频生成工具的提示交互式视频制作范式将重塑传统视频制作流程

数据来源：甲子光年智库，2024年

 AIGC视频生成工具可对视频生产流程进行重塑，由传统视频制作范式进化到“提示交互式”新范式。
 “提示交互式”新范式相比传统范式具有三方面的重塑：
̶ “拍扁”制作过程：传统视频制作流程涉及多个阶段和专业团队的合作，耗费大量时间和资源；而AIGC视频生成可将视频生成、剪辑、后期等环节集于一体，仅需要输入提示词即可

生成视频，省去了很多繁琐步骤，尤其可将摄影、素材收集、后期等环节取消或缩短。
̶ 提升创意和剪辑自由度：传统视频制作通常由制作团队提出创意、编写剧本，受人的能力局限；提示交互式视频生成用更可视化的方式激发创作者想象力，支持创作者调用AI模型探索

每个镜头的无限可能，而且剪辑过程可以随时发生。
̶ 节省制作成本和时间：传统视频制作流程需要投入较多的人力、物力和时间，而提示交互式视频生成的流程成本和时间较少，可在提示交互的飞轮中迭代生成最终满足需要的内容。

策划

拍摄

后期

筹备

• 制定视频内容的概念和主题。
• 编写剧本或提纲，规划视频的情节

和内容。
• 确定目标受众和传达的信息。

• 确定拍摄地点、演员、道具等资源。
• 制定拍摄计划和时间表。
• 准备拍摄设备和技术团队。

• 实际拍摄视频素材。
• 确保拍摄质量和符合剧本要求。

• 视频剪辑和编辑。
• 添加音效、音乐、特效等元素。
• 调整画面色调、字幕等。
• 最终呈现和渲染视频。

1

2

3

4

用户
提示

1

• 用户提供
关于期望
视频内容
的提示词
或描述性
文本。

• 生成满
足用户
要求的
最终视
频内容。

内容
生成

反馈
交互

重新
生成

提示交互
飞轮

• 模型解析用户提示词，理
解用户的需求。

• 模型生成视频内容，包括
图像、场景、角色等元素。

• 模型根据用
户反馈进行
调整，并重
新生成视频
内容。

• 用户对生成的
内容进行反馈，
提出修改或调
整意见。

2 3

4

最终
生成

5

传统视频制作执行流程 基于AIGC工具的提示交互式视频生成制作流程



2.2 L1-AI生产时代：AIGC视频生成将“多点开花”，开源是下个关键节点

伴随开源模型的出现，AI视频生成将迎来多元化的入局者

Sora虽未公测，根据当下的视频效果，模
型及对应的技术路线与其他公司已经拉开
差距，但猜测其模型可能仿照ChatGPT，
不提供开源模型

非开源

开源?

……

AI+视频创业公司

以生成式AI技术为底色，已经完成部分技术积累，正在进行技术
追赶和体验创新。

数字人技术提供商

数字人本身可以完成部分视频录制，虽然暂且无法完成
端到端生成（文字直接生成视频），但可以快速满足部
分场景需求。

AI+影视公司

对视频，尤其是专业视频（影视、广告、动画或游戏）具备
深刻理解，AI技术可以充分提供视频创作、分发的工具。

互联网科技企业

具备充分的技术积累，产品丰富，平台用户量高，可迅
速在内容产业中实现价值。

徐图智能

……

……

……

相关赛道企业若想
具备先发优势，要
么技术更强，建立
技术壁垒，要么产
品对用户需求的理
解更深，建立用户
粘性和数据飞轮

文生视频领域迫切需要如LLama2的模型，
让更多应用层公司节省从0-1的成本

C端用户

全民视频创作的浪潮正蓄势而来，未来人人都会成为导
演，每个人都会拥有个人平台 。



角色变迁：视频用户变为AI原生居民，实现生产者、消费者、拥有者“三位一体”

2.3 L2-AI原生时代：视频用户身份实现“三位一体”

 越来越多视频用户将成为AI原生居民：他们同时是内容生产者、消费者和拥有者。个体在视频内容生产、消费和拥有方面拥有更大的主动权和自主性。这将改变人与
内容、人与人的生产关系与交互关系。

信息时代 数字时代 AI原生时代阶段

• 内容消费者

• PGC内容生产形式

角色转换 • 初次内容生产者

• UGC

• AI原生居民【生产、消费、拥有一体】

• AIGC

专业人工 专业设备

专业
内容

平台

用户

模糊推送 主动检索

用户 设备

内容

AIGC视频生产

制播一体

核心环节演进
消费者
生产者
拥有者

提问交互

生产数量少、
质量有限、
无法自动化

生产数量多、
质量有限、
无法自动化

平台

用户

精准
推送

主动
检索



阶段> 古代 媒体时代 网络时代 数字时代 AI原生时代

投放渠道> 牌匾 媒体刊物 互联网 视频平台 元宇宙、虚拟世界

交互变迁> 离线 离线 在线，单向 在线，双向 实时、沉浸

角色变迁>
高门槛的内容生
产、消费者

高门槛的内容生产、
消费者

内容消费者 内容生产者
生产、消费、拥有
三位一体

内容形态> 文字 文字+图片
文字+图片
+广告视频

视频
可交互、可编辑、
可定制的视频

视频成为人类的第二语言，人类语言告别“词不达意”阶段

2.3 L2-AI原生时代：视频成为“第二语言”

 伴随视频生产成本的无限降低，以及视频可交互、可编辑、可定制的灵活能力，人人可驾驭视频表达的时代到来。

 视频将成为人类的第二语言，大量用户会进行行为迁移——原本用文字表达的场景，将用视频直接表达。

 视频具有连续性，视频表达将不受限于“词汇量”，比文字表达拥有更丰富、更沉浸的特征，可以表达更准确的场景、承载更丰富的情感、抵达更深刻的共情。

 文本与视频的无缝切换，让人类语言告别“词不达意”、“意在言外”的阶段。

图：人类传递信息的内容载体形态演变历程

• 视频语言：视频语言指利用视频和图像等视觉元
素进行交流表达的语言形式。

• 视频语言的特点：

1. 视觉化表达：与文字语言相比，视频语言主要通
过视觉影像来表达信息，通过图像、颜色、动作
等元素传达更加直观、生动、丰富的信息。

2. 多媒体结合：视频语言通常结合了图像、声音、
文字等多种媒体形式，丰富了表达手段和效果。

3. 情感共鸣：视觉和声音的传达方式更容易引起情
感共鸣。

4. 多样化形式：视频语言可以呈现为电影、电视、
短视频、动画等多种形式，适应不同场景和需求。

视频成为第二语言



数字人与视频生成大模型的结合，推动数字人发展进入L5级

2.3 L2-AI原生时代：AI渗透率无限逼近人类在数字世界生产活动行为边界

• 场景：平面展示等

L1：Tool

主要依赖人工制作形象
和动画效果

L2

依赖外部动捕设备采集
肢体、表情和口型信息

L2：Chatbot

• 场景：视频录播等

L3

依赖算法驱动肢体、姿
态、口型、表情等

L3：Copilot

• 场景：虚拟化身进行实时
互动直播等

L4

语音交互智能化，但在
特定场合需要人工接管

L4：Agent

• 场景：垂直领域逐步代替
真人服务等

L5

完全实现智能交互的数
字人

L5：Species

• 场景：个性化AI助手、视
频自动生成、虚拟人物自
动生成等

智能化水平

拟人化程度

图：AIGC视频生成技术与数字人的结合推动硅基生命的探索

终极：硅基生命

数字人可自主理解世界、
形成关系互动

• 场景：数字人可以自行基
于文本、视频等语言理解
物理世界，自行实现数字
人与数字人的交互沟通

文本生成大模型

视频生成大模型

多模态大模型？

 数字人与AIGC的结合一直是重要发展方向。在Sora出现之前，主要是数字人与文本生成模型（如GPT系列）的结合，生成虚拟角色的对话和互动内容，主要应用于虚拟助手、客服机器人、
虚拟主持人等基于文本的交互和对话场景。

 AIGC视频生成技术的发展将会推动数字人进入全新阶段。数字人与视频生成大模型（如Sora）的结合，提升了数字人的逼真度和互动性，其应用场景会进一步拓宽，涵盖虚拟演员、虚拟
教育导师等需要视觉交流和场景互动的领域。

 未来，数字人还会探索与多模态大模型的融合发展，继续提升仿真度和互动性、拓展应用场景、 探索人机交互的新可能，丰富人们感知和改变世界的方式。

 “硅基生命”将加速到来，无限逼近人类在数字世界的生产活动行为边界。



2.3 L2-AI原生时代：元宇宙相关产业将加速到来

 由于视频和C端有天然的联系，AIGC视频生成技术的快速发展将推动应用层和交互层的快速发展。通过简单的操作用户即可快速生成高质量的视频内容，将大大提升
用户体验和参与度，推动元宇宙生态的蓬勃发展。

 因此，在传统AI技术栈上，应用层和交互层将诞生丰富的创新机会，在B端和C端都迎来无穷的想象空间。

交互层

通用场景

应用层

新一代交互技术

虚拟人

人形机器人 营销

虚拟活动 出行泛娱乐

社交 教培

虚拟办公

购物 政务

党建工业制造

C端 B端/
G端

XR头显/眼镜

触控设备 手势识别及控制设备

脑机接口

智能体

影音机声控设备 嗅觉面罩硬件交互设
备 人机交互

NFT VR互动平台 数字支付平台DAO 游戏 内容创作者平台社交

AI芯片公司 AIDC智算中心

文本数据
类公司

视频数据
类公司

图片数据
类公司

算法层

算力层

平台层
数据
平台

视频生成中间层

视频生成基础层

共识机制 密码学技术 智能合约 链式存储
区块
链

图：AIGC视频生成将加速元宇宙世界的内容构建

未来发展重心在应用内容构建

应用层与交互层在B端C端都将带来无穷想象空间



2.4 L3-AI创生时代：重塑人与机器的交互

视频成为机器理解物理世界的主要媒介，推动AI与物理世界进一步融合

文本传递信息为主的人机交互 >

交互语言：文字为主，传统人机交互主要依赖于键盘、鼠标、触摸屏等
输入设备以及文字、图像、声音等输出方式进行交流。

多模态

物理世界

文本

图片

视频 信息

数字世界+物理世界

A

B

B

B

B

C

D1

人/机器

A B C D

文本 信息 数字世界物理世界

人 机器

视频等多模态传递信息为主的人机交互

交互语言：声音、动作、表情、场景……都可以作为机器理解人的指令的输入
形式，再配以摄像头等传感器的机器将会主动理解世界。

信息表达：信息含量低。传统人机交互以文字、图像、声音等为主要表
达方式，信息相对单一。

信息表达：信息含量大且多样化。视频语言时代的人机交互更加丰富多样，信
息以视频为载体，可以包含文字、图像、声音、动作等多种元素，表达更加生
动和直观。

感知能力：传统人机交互主要依赖于计算机对文字、图像、声音等信息
的理解和处理能力。

感知能力：视频语言时代的人机交互需要计算机具备更强的视频感知和理解能
力，能够识别、理解和分析视频中的内容和情境。

交互体验：单向交互模型。传统人机交互通常是静态的，用户通过键盘、
鼠标等输入设备与计算机进行交互，交互过程相对单一。

交互体验：实时、沉浸式交互。视频语言时代的人机交互更加动态和生动，用
户可以通过拍摄、录制视频、实时互动来与计算机进行交互，交互过程更加自
然和直观。

 人机交互进入视频语言时代。与传统人机交互相比，视频语言在信息表达形式、感知方式、交互体验和个性化定制等方面都有较大差异点，为用户提供了更加丰富、
直观和个性化的交互体验。

 视频等多模态内容的信息含量更大、更多元，让机器更容易理解物理世界，让机器人真正成为数字世界与物理世界的桥梁。

 AIGC视频生成与具身智能、工业视觉、工业元宇宙等方向的结合，将会推动AI突破数字世界，与物理世界进一步融合。

D2

具身
智能

工业
视觉

工业
元宇
宙

人形
机器
人

数字
孪生

工业
仿真



AIGC生成技术与数字孪生、仿真等融合，可驱动科技研发进入全新范式

2.4 L3-AI创生时代：数字科研推动新一轮“科学革命”

 AIGC生成技术与数字孪生、仿真等技术的融合可以探索出一条基于虚拟世界仿真的科技研发模型。这种模型可以通过在虚拟世界中建立逼真的数字孪生模型和仿真环
境进行科技研究和实验，大大提高科研的效率，解放科研工作者的人力，降低综合科研成本。

 甲子光年智库将这种基于虚拟世界仿真的科技研发模型称之为数字科研模型，将通过数字科研模型进行研发的模式称为“数字科研”。

 当前，AI已经在药物研发、合成生物等基础科学研究中得到广泛应用。AI的进一步发展，将推动数字科研加快实现。未来数字科研模型有望成为科学研究的通用基础
设施，在各个学科普及，这将催生新一轮科学范式革命。

在虚拟世界中建立逼真的数字
孪生模型和仿真环境，包括各
种物体、场景、情境等，以模

拟真实世界的各种情况。

通过AIGC生成技术，可以生成逼
真的虚拟世界内容，包括各种场
景、人物、物体、声光等，以丰
富和完善虚拟世界的仿真环境。

在虚拟世界中进行科技研究和
实验，利用数字孪生模型和仿
真环境，模拟各种情况和场景，
探索新的科技解决方案和创新

思路。

在虚拟世界中得到的研究成果
和解决方案可以在现实物理世
界进行验证和实践，通过实验
和测试验证其可行性和有效性。

基于虚拟世界仿真的科技研发
模型，可以为科研人员提供更
加灵活、高效、低成本的研究
平台，加速科技创新和成果转
化，推动科研方式转型和升级。

第一步 第二步 第三步 第四步 第五步

建立数字孪生模型和仿真环境 AIGC生成虚拟世界内容 进行科技研究和实验 物理世界验证和实践 构建新型科研范式

图1：AIGC在基础科学研究中应用于众多领域 图2：数字科研的实施步骤
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2.4 L3-AI创生时代：世界模型创造人类智慧之外的“第二智慧体系”

 世界模型的核心路径分歧来自于：世界是不是真的需要一个解析解？
 人类依靠大脑来理解世界。美国艺术与科学学院院士、加拿大皇家学会院士莉莎·费德曼·巴瑞特在《认识大脑》一书中提出了人类大脑通过对外界刺激进行预测来解释和理解世界的过程。甲子光年将这个过程概括

为四个阶段：预测阶段、感知阶段、匹配/思考阶段、形成认知阶段，可简称为“预测式模型”。
 是否遵循大脑理解世界的模式构成了世界模型的不同思路，将催生不同技术路线。伴随AI创生时代到来，我们将迎来人类大脑智慧之外的“第二智慧体系”。
 甲子光年将世界模型大体划分为两类：
̶ 第一智慧体系：预测式世界模型，代表是人类大脑，Meta的V-JEPA也属于预测式模型。
̶ 第二智慧体系：生成式世界模型，代表是ChatGPT、Sora等深度学习的数据驱动流派。深度学习的数据驱动流派的核心思路是：通过大量数据模拟世界所得到的结果可能会比一个解析解更能反映世界的真实物理，

更能体现智能。
 人类智慧只是智慧的一种范式，ChatGPT、Sora等范式已能够通过大量模拟世界学习到世界规律。因此，用一个物理公式概括现实世界的思路并不一定正确，深度学习的数据驱动流派开启的“第二智慧体系”也

可能成为理解世界最终奥妙的一把钥匙，而非追求解析解。

感知前的预测阶段，大脑基于内部模型、先前经验
和期望，预测可能发生的情况。 预测

感知

匹配/思考

形成认知

在预测与感知的匹配阶段，大脑将外界刺激与先前
的预测进行匹配，并调节、更新预测，以使其与感
知一致。

在意义建构和理解阶段，大脑解释、理解感知到的
信息，并将其纳入更广泛的认知框架中。

对外界刺激的感知，接受外部刺激，形成感知信号，
并进行感知输入。

图1：大脑理解世界的四个环节

预测

感知 匹配/思考 形成认知
输入

预测
输出

①

② ③ ④

预测

感知 匹配/思考 形成认知输入

生成
输出

④

① ② ③

Meta的V-JEPA第一智慧体系：预测式模型对世界的理解逻辑

OpenAI的Sora第二智慧体系：生成式模型对世界的理解逻辑

路径1：在感知前先预测，然后接收外部刺
激信号进行思考匹配并形成认知，基于预测
输出对世界理解的内容。认知后是输出阶段。

预测式模型：将路径1对世界的理解逻辑称
为预测式模型。

世界模型代表：Meta的V-JEPA。

路径2：第一步是直接接收外部刺激信号进
行思考匹配后形成认知，基于认知预测生成
对世界理解的内容。预测后是生产输出阶段。

生成式模型：将路径2对世界的理解逻辑称
为生成式模型。

世界模型代表：OpenAI的Sora。

预输入

两种世界模型：预测式模型和生成式模型



2.5 L4-AI文明时代：AI驱动文艺复兴

交互行为、角色、载体形态的变化推动人类认知重塑，并形成新文化圈层

AI文化

认知重塑

信息传递载体变化

角色变迁

行为变迁

 视频作为一种生动、直观的传播媒介，能够更好地激发人们的情感，与文字、图片相比，视频更能引发观众的深度共鸣和参与。

 信息载体的变化会重塑人类的认知与观念，并将具有相同认知观念的人群逐步集合到一起，形成新的文化圈层，推动文化的变迁，并进一步推动AI版本的文艺复兴。

行为变迁：AIGC视频生成技术若能在视频领域规模化应用，将首先打破视频生
产的固化流程，让视频实现一键生成，实现视频生产的流程归一，行为归一。

信息传递载体形态变化：视频形态从传统的不可编辑的单向输出版式转变为更加交互、可编
辑和可定制的形式，使得视频成为了更加灵活多样的信息传递载体。

角色变迁：由内容消费者变为AI原生居民，是内容沉浸生产者、拥有者和消费者，
集内容生产、内容消费、内容拥有于一体。

认知重塑：随着信息载体的变迁，人们的认知和观念也会发生重塑。通过视频内容的传播和互动交
流，人们可能会形成共享的认知观念，理念和价值观的统一性会得到加强。

AI文化：基于AI的新文化圈层的形成，具有相似认知观念的人群可能会因为共享相似的视频内容和信息，逐
步形成新的文化圈层，形成共享的文化认同和价值体系，带来AI文艺复兴。

新
形
态
的
视
频

图：AI驱动文艺复兴
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文明的演进：人类文明进入与AI共建共生的“双生时代”，AI的归AI，人类的归人类

2.5 L4-AI文明时代：重塑人类文明

 波普尔的世界三元组是哲学家卡尔·波普尔提出的概念，用于描述对世界的基本认知，包括三个要素：物理世界、心灵世界和符号世界。
 AI从符号世界出发，参与物理世界的方式是逐渐建立通用的世界模型，参与心灵世界的方式是生成无限的创意和想象。
 最终，AI会深度参与人类的物理世界和心灵世界，人类智慧与AI将互相影响、共同进化，人类文明进入“双生时代”，形成“AI的归AI，人类的归人类”的有序的分工。

AI
符号
世界

物理
世界

心灵
世界

无限的
创意和想象

世界模型

波普尔
世界三元组

眼耳鼻
舌身意

备注说明：波普尔的世界三元组
第一元：物理世界（World 1）：指的是客观存在的实体世界，包括物质和能量等自然现象。物理世界是独立于我们的意识和思想存在的，是客观存在的。
第二元：心灵世界（World 2）：指的是个体的主观意识和心理活动所构成的世界，包括思想、感觉、情绪、意识等心理现象。心灵世界是个体内部的心理体验领域，是主观存在的。
第三元：符号世界（World 3）：指的是人类通过语言、符号和文化制度等共同建构的文化世界，包括科学理论、艺术作品、社会制度、文化传统等。符号世界是人类共同的文化积累和认知产物，是客观存在的，但是不同于物理世界，是通过人类的创造和交流而存在的。

路径① 路径②

图2：人与AI共建共生的“双生时代”

AI文明

人类文明

图1：AI主导的世界及其两条影响路径
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短视频类长视频类

3.1 视频内容的两大类型：短视频和长视频

IP→内容→衍生，是视频内容价值链的主要逻辑链条，长视频与短视频是两大核心类型

数据来源：甲子光年智库，2024年；
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动画
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上游 中游 下游

上游产业更加注重版权的再
开发，特别是可改编成内容
的版权

中游产业偏向内容展示为主，影像类居
多，可以按视频内容的长度划分为短视
频和长视频两大类型

下游产业偏向以内容为基础
的再开发

广告

新闻资讯

微短剧

生活记录

竖屏剧综艺节目



3.2 传统视频产业链：完整产业链

视频产业链包含七个关键环节，制作环节是最核心环节，也是AI视频生成工具现阶段主要服务环节

数据来源：甲子光年智库，2024年；

IP 投资 制作 宣发 播映
映后
开发

产品链>

核心角色>

主要职责> 内容播放内容生产制作投资评估剧本开发与策划IP评估与交易 内容宣传发行

制作公司

文学平台

制作公司
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投资公司
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票务平台 院线

衍生品设计

衍生品开发

海外视频平台

图：传统视频产业链及关键核心角色



3.3 传统视频产业链：长视频与短视频的核心产业链环节

长视频需覆盖完整视频产业链，短视频则更注重分发和变现

数据来源：甲子光年智库，2024年；

IP 投资 制作 宣发 播映
映后
开发

长视频> 策划/
剧本

图：长视频与短视频的核心产业链环节

制作 分发短视频> 变现

 长视频与短视频在产业链中的各自侧重点有显著性差异。长视频需要完整覆盖视频产业链，并非常注重制作环节的投入。短视频则对上游IP、策划、投资等环节依赖
度极低，通常关注中下游的制作、分发与变现环节。



3.4 不同形态视频细分领域的应用进程

短视频正在进入AI原生时代，长视频正在进入AI生产时代

长视频工业

短视频社交

终极
？

技
术
成
熟
度

AI改变世
界的进程

图：AIGC视频生成对不同视频形态的应用进程情况

L1：AI生产时代 L2：AI原生时代 L3：AI创生时代 L4：AI文明时代

 AIGC视频生成技术在不同形态的视频内容领域的应用进程各不相同。概括而言，长视频领域AIGC视频生成技术仍然处于L1阶段，由于现阶段AIGC视频生成技术
的局限性，导致一些具有高度专业性的领域仅仅将其作为生产工具，例如为电影、剧集等提供素材来源，尚无法带来颠覆性重塑，但会压缩原有产业链。而对于
新闻这类需要高度准确性的内容，则暂时只能满足情景复现等少量场景。

 短视频领域则会首先面临AIGC视频生成技术的颠覆，甲子光年智库判断短视频领域将会进入L2即AI原生时代，短视频产业链将不复存在，而会诞生AI原生的短视
频模式和平台。

长视频处在L1阶段 短视频已迈入L2阶段



3.5 短视频重塑后的产业链

短视频进入AI原生时代，产业链被压缩，催生AI原生模式的新型平台

角色分工

导演

编剧

艺人

摄影

剪辑

特效

美术

武指

制片

…

工作流

概念

脚本

选景

道具

分镜

拍摄

剪辑

音效

渲染

…

All in One，链条缩短，环节融合
无序、沉浸、实时、互动、聚联式平台

AI原生平台

AI克隆音色

图文成片

数字人口播 视频生成

素材生成 个人平台

数字时代短视频的工作流 数字时代短视频的角色分工

AI原生时代的短视频平台

 PC互联网时代催生出了长视频平台，移动互联网催生出了短视频平台，虽然短视频平台已经在大幅度应用AI技术进行赋能，但仍然存在显著的短视频生产工作流和短视频制作的角色分工
体系。

 AIGC视频生成技术将会打破短视频的原有产业链，大幅度压缩简化生产制作流程和角色分工，实现一键生成的all in one原生模式。
 AI原生视频流程的归一，将会带来AI原生时代的短视频平台新范式，新的视频平台范式将具有无序、沉浸，实时、互动、聚联的AI原生特征。无序是指打破传统固化的视频生产流程。沉

浸是指实现全面体验的沉浸式视频生产。实时是低延时的视频快速生成。互动是指一边交互对话一边进行视频调整的个性化、定制化的互动视频。聚联是指去中心化的生产方式。



3.5 短视频重塑后的产业链

新型制播一体的AI原生内容平台，有望颠覆短视频平台格局，每个用户既是导演又是平台

数据来源：甲子光年智库，2024年；

去中心化平台

B端用户

自媒体机构

MCN

快消品

……

C端用户

创意

故事

IP版权

……

AI创意工具 AI原生视频工具 分发变现平台

 在AIGC视频生成对视频产业链的技术变革下，有望孵化出新一代的集短视频制作、分发、变现为一体的全新形态的视频平台。

 新型的制播一体的AI原生内容平台应该是融合AI创意工具+AI原生视频工具+变现平台三大环节的AI原生短视频平台。

 在实现AI原生范式的转换后，过去短视频平台和内容创作者将会出现一些变革：

̶ 短视频平台：将会向AI创意工具+AI原生视频工具+变现平台的融合式的平台转变，提供AI原生视频工具和流量分发平台。

̶ 用户平台：用户将不仅仅是作为生产者和消费者，真正做到人人都是导演型的创作者，并且人人都是一个小型的平台。个人用户可以建立个人平台，企业用户可以建立企业平台，直播机构
可以建立直播平台。内容创作者的价值将更注重创意能力、解决实际问题的能力、个人IP影响力等。

负责创意的生产提供，既可以是B端用户也可以
是C端用户自行产生。

负责视频的生成制作，以提问交互的方式进行视频
生成，平台负责为用户提供全套的视频生成工具。

负责生成视频的流量分发与内容变现，将会催生
三大类型的变现平台：最中心的流量分发平台、
外围的直播平台、用户平台。

图：新型制播一体的AI原生内容平台的业务模式
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3.6 长视频重塑后的产业链
制作环节难度下降，将会助推产业链上游的创意环节和下游宣发播映环节重要程度上升，
好故事、好脚本、好平台将成为视频产业的核心竞争力

数据来源：甲子光年智库，2024年；

IP 投资 制作 宣发 播映
映后
开发

产品链> 策划/
剧本

新核心环节>

图：AIGC视频生成简化传统视频产业链

视频制作环节
难度下降，成
本降低，将会
推动产业链上
游和下游发展

更注重向上游拓展
优质IP和创意能力

注重向下游寻
找发行资源和
播映渠道

创意生成环节 视频生成环节 宣发播映环节

 AIGC视频生成工具会降低视频制作的准入门槛、抛弃对专业设备的依赖、降低生产成本、提升制作效率。
 随着制作环节难度下降，好故事、好脚本等产业链上游的创意环节将成为视频产业的核心竞争力。
 AI视频产量的大幅增加需要更符合AI视频特征的播映平台，产业链也将更为注重下游宣发播映平台渠道的建设更新。
 原有产业链的投资环节主要针对内容制造环节，未来文娱和技术投资将走向融合。



3.6 长视频重塑后的产业链

重塑后的视频产业链将整合简化为三大环节：创意生成—视频生成—宣发播映

数据来源：甲子光年智库，2024年；
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视频生成
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视频生成

基础层

文本+剧本 文本+小说

图片+设计 图片+海报

视频+剪辑

音频+配乐

创意生成环节 视频生成环节 宣发播映环节 细节说明

文本生成模型

图片生成模型

音频生成

长视频生成模型

音频生成

短视频生成模型

图片生成模型

视频+特效

视频+3D

视频+动作

视频+渲染

图片+美术 图片+设计

视频+剪辑 音频+配乐

视频+元宇宙
视频

+人机交互

文本+创意 文本+策划

• 创意生成：
̶ 主要包括原IP、策划/剧本和映后开

发环节。
̶ 主要以讲好故事、做好创意策划为

目的。
̶ 需要整合文本生成和图像生成模型。

• 视频生成：
̶ 主要包括制作环节。
̶ 主要负责将故事由文本变为视频内

容。
̶ 需要具备长视频生成和音频生成模

型。

• 宣发播映：
̶ 主要包括宣发与播映环节。
̶ 主要负责将生成视频内容进行宣传

和播放。
̶ 需要具备短视频生成、音频生成和

图片生成模型。



 重塑后的视频产业链将基于三大环节产生三大产业体系：基于创意生成模型的产业体系、基于视频生成模型的产业体系、基于宣发播映模型的产业体系。

3.6 长视频重塑后的产业链

重塑后的视频产业链将会变为基于三大模型体系的全新产业链，并带来全新的生产方式

数据来源：甲子光年智库，2024年；

图：AIGC视频生成整合重塑后的全新视频产业链
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3.6 长视频重塑后的产业链机会：创意生成体系

IP版权生产交易开发一体化的平台有望成为新的发展机遇

数据来源：甲子光年智库，2024年；

IP版权交易
模式>

生产 出版发行 用户消费
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观看
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内容上传

版权确认
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数字签约

支付

使用监控

传统的版权生产与交易模式 IP版权生产交易开发一体化的平台

 传统IP版权的生产非常依赖作家的能力，而在版权交易环节通常是由
版权持有者直接与使用方（如出版商、电影制作公司等）之间进行的，
可交易范围较窄。

 使用AIGC技术后，版权生成环节可以直接使用大模型来生成内容，并
且可以是文本文章、图片、音频剪辑、视频片段等各种形式的内容。
版权交易不再是人与人之间的交易，而是创作者与技术平台之间的交
易。因此，IP版权生产和交易开发一体化的新型平台有望迎来机遇。

创作者
VS

技术平台



3.6 长视频重塑后的产业链机会：创意生成体系

白金作家群体不再成为稀有资源，未来人人都是小说家，中小型文学平台将可能迎来春天

数据来源：甲子光年智库，2024年；

行业的代表性人物，数量极少

行业的中坚力量，数量不多
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 在传统视频产业链中，上游的IP环节中更注重处于金字塔顶端的白金作
家群体的维护管理与产品设计，大型文学平台通过垄断平台和作家资源
构建核心竞争力。

 AIGC视频生成重塑后的产业链体系中，创意生成体系将会更为注重底层
占比90.6%的公众作家，其将成为很多视频生成平台的创意来源和IP输
出者。整合AIGC技术、打通AIGC小说生成流程的中小型文学平台有望迎
来发展的春天 。

现阶段的作家群体分布呈现金字塔状态 人人都是小说家

 使用AIGC模型撰写小说可以帮助小说作家快速生成大量文本，并为创
作提供灵感和创意的启发，可以显著降低撰写小说的门槛，未来小说
家将不再是特点人群，而是人人都是小说家。

 伴随内容供给的增加，传统寡头垄断型的文学平台有望被打破，中小
型文学平台的发展将迎来春天。

准备工作

• 选择一个用于生成文本的AIGC模型，可以是一个预训练好的通用语言模型，也可以是经过特定
领域或风格微调的模型。

设定故事框
架

• 确定故事基本框架，包括主要人物、情节发展、背景设定等方面的内容。这些信息将作为生成文
本的基础，引导模型生成与故事相关的内容。

生成文本

• 基于设定好的故事框架使用AIGC模型生成文本。通过向模型提供一些关键词、句子或段落作为
输入，然后模型会基于这些输入生成相应的文本。

筛选和编辑

• 生成的文本可能包含不符合故事情节或风格的部分，因此需要进行筛选和编辑，删除不需要的内
容、调整语言表达、补充细节等操作，以确保生成的文本符合故事的整体需求。

人工创作与
整合

• 在使用AIGC模型生成文本的同时，还可以发挥作家的创意和思维进行人工创作和整合，以提升
故事的质量和独特性。

图1：作家群体分布图 图2：AIGC生产小说的创作流程



3.6 长视频重塑后的产业链机会：宣发播映体系

传统制播分离模式将被抛弃，沉浸式互动点播云影院将成新机遇

数据来源：甲子光年智库梳理，2024年；
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包月视频点播服务

永久

永久

6-8月

12月/10次

24月/3次

12月/10次

24月/3次

12月
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家庭娱乐产品发行 永久

 传统视频宣发模式导致下游宣发播映环节过于依赖影院等传统平台或长视频平台。

 随着AIGC视频生成对视频产业链的重塑，过去基于固定宣发流程的发行模式有望向互动
点播模式转型，以AI平台为核心，让用户深度参与电影前期的剧本创作和内容生产，并
在沉浸式互动点播云影院上线，满足不同用户对故事走向的不同需求。

传统的宣发模式是制播分离的 沉浸式互动点播云影院有望成为第三大发行体系

图1：传统专业长视频发行模式：以美国电影发行为例

中国发行公司业务多仅限于前两项

点映模式在中国市场尚是小众市场

 在长视频领域，中国传统主流视频宣发模式仅仅聚焦影院发行和网络视频平台发行两种，
点播影院模式一直是小众市场。

内容生产 发行放映 映后开发

影院

云影院

传统厂牌制片

网络平台深度参
与制片

线下渠道销售

线上渠道带货

互动点播
云影院

AI平台+用户
深度参与制片

个性化设计生产
AI

互动平台

视频平台

院线为主

图2：“院网”并行的发行模式与新型点播云影院发行体系
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4.1 当经济体处于下行周期时，文娱产业迎来发展

视频是文娱产业的核心内容形态，将会受到大经济周期的影响，迎来新的发展机遇
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图2：文娱企业各细分行业投资规模走势图（十亿美元）

02 03 04 05 06 07 08 09 10 11 12 13 14 15 16 17

金融危机前 金融危机后

美国在经济调整期时增长最快的行业是文娱业 美国经济体文娱业在调整期后反而成为投资高增长领域

备注：2008年金融危机前和危机后美国各服务行业的企业盈利能力情况对比分析

图1：美国经济调整期时的热点行业
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4.2 中国文娱领域第一轮投资浪潮：2011-2017年

第一轮投资浪潮中，文娱产业投资聚焦内容生态本身，而忽视了底层技术领域

数据来源：公开资料，甲子光年智库梳理，2024年
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图：2011-2017年主流企业泛娱乐投资领域趋势分布

拓展领域

重点领域

试水领域

 中国文娱市场在2011-2017年是投资高峰期，在第一轮投资浪潮中，影视、视频、游戏是重点投资方向，其次是体育、音乐、动漫、新媒体等领域。
 在第一轮投资浪潮中，投资机构更多聚焦内容生产类，而忽视了为内容生产机构提供底层技术工具的厂商。
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4.2 文娱领域第一轮投资浪潮：2011-2017年

BAT在第一轮投资浪潮的主投资方向是内容制作和播映平台，对创意生成、技术领域缺乏关注
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创意生成环
节是过往投
资缺失环节

视频制作和播
映环节是过往
投资重点

图2：2011-2017年BAT企业影视行业投资企业数量分布图图1：2011-2017年BAT泛娱乐投资历程分布图

备注：BAT主流投资机构包括腾讯、阿里、百度等三家公司对泛娱乐领域投资企业分布情况；

 BAT都是先从泛娱乐产业链中游的内容制作环节介入，即视频和影视，而后拓
展上游和下游布局。

 内容制作类企业是过往投资重点，但IP、剧本策划类和衍生品类等创意生成
体系下的企业是第一轮浪潮中关注度不足的领域。

宣发环节是
过往投资缺
失环节

视频内容制作是BAT投资文娱的聚焦方向 创意生成类和底层图像处理技术类缺乏关注
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新兴图像技
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4.3 文娱领域有望开启第二轮投资浪潮

经济周期调整与技术革命双重加持将推动以视频为核心内容形态的文娱产业迎来第二轮爆发期

图：以视频内容形态为核心的文娱领域投资周期曲线图
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规
模

时
间2011 2024E 2030E

第一波
文娱投资高峰期

第二波
文娱投资高峰期

2017

• 内容生态
• 播映发行

• AI视频工具
• 创意生成产业
• 宣发播映平台
• AI技术+内容型

 文娱领域在经历第一波投资高峰期后，在2018年开始进入下行周期。在宏观经济周期与AI技术革命的双重加持下，文娱领域有望开启第二轮投资浪潮。

 在文娱领域的第一轮投资浪潮中，投资机构主要聚焦视频产业链的制作和播映环节，标的企业以影视公司、视频播映平台、影视项目等为主。

 在文娱领域的第二轮投资浪潮中，投资方向将会更多聚焦底层技术及与技术相融合的内容公司，标的企业将以AI视频工具、创意生成类企业、新型宣发播映平台等为主。



4.3 文娱领域有望开启第二轮投资浪潮

第二轮围绕视频内容为核心的投资热点领域，将以视频内容+技术的生态型公司为主

过去公司：单一内容型 现在公司：内容生态型

游戏

影视

文学

衍生品
游戏

影视

文学

影视

综艺 影视影视

过去传统视频等内容公司主营业务以某一个子行业/领
域为主。

现在的主流视频内容公司则以多个子行业联动形式，
试图以打造内容生态体系的方式开展主营业务。

未来公司：AI技术+内容型

文
学动

漫

游戏

衍生
品

演出

电
影

电视
剧

综
艺

上游

下游

中游

音
乐

渠
道

视频

体
育

算法层

视频生成应用层

文学

算力层 AI芯片公司

平台层

AIDC智算中心

视频生成中间层

视频生成基础层

数据平台

游戏

短视频

影视

衍生品

广告

未来视频领域的公司应该注重AI技术+内容型的构筑，
不能仅聚焦视频的应用层，而是视频生成应用层+
中间层，甚至结合视频生成基础层进行布局。

 在第一轮文娱领域的投资浪潮中，投资主流形式是以视频内容项目作为投资标的，如投资某一个电影或电视剧等，未来投资对象将会从投资内容项目为主变为投资企业
股权为主，被投企业的业务范围将由内容生产为主变为AI技术与视频生成相结合。



4.4 AIGC视频生成技术的投资价值和方向

大厂适合全都要，初创企业适合介入应用层/中间层，央国企适合从底层基础设施开始布局

算法层

视频生成
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算力层 AI芯片公司

平台层

AIDC智算中心

长视频生成+音频生成
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图片生成大模型厂商

音频生成大模型厂商

长视频生成大模型厂商

音频生成大模型厂商

短视频生成大模型厂商

图片生成大模型厂商

视频+剪辑

音频+配乐

视频+特效

视频+3D

视频+动作

视频+渲染

图片+海报 图片+设计
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图：AIGC视频生成领域适合投资入局的技术方向

 重塑后的每一个视频产业体系都具有较高投资价值。其中，大厂适合进行全产业链布局，初创企业适合入局应用层或中间层某一细分领域，央国企适合入局算力层、平
台层和基础层。

央国企
适合入
局算力
层、平
台层和
基础层



下一步研究计划

甲子光年智库将推出《2024中国AI+视频行业发展研究报告》，征集案例合作，欢迎咨询

Part 1 –
机遇：Sora模型爆火，带来AI+视频领域

的新潜力

Part 2 –
需求：内容行业迎来属于自己的“寒

武纪爆发”

Part 3 –
实践：中国本土企业具备成为全球一

流企业的潜力

Part 4 –
未来：视频信息可能成为更优质的信

息载体

1.1 AIGC领域迎来巨变：DiT模型点燃行业希望

• Sora的视频效果逼真，引发对“AI+视频”的高度关注

• Diffusion + Transformer模型开辟了新技术思路

• ……

1.2 变化中的机遇：文生视频，甚至多模态视频
迎来诸多关注

• Sora与其他企业的技术差距分析

• AI+视频的产品形态一览

• 海内外AI+视频投资情况概览

• 个人内容创作人在行业巨变中的生态位变化

1.3 行业面对的新挑战：要么All in，要么出清

• 挑战1：大企业如何追上行业巨头
• 挑战2：中小企业如何利用AI
• 挑战3：AIGC与行业应用之间离得多远
• ……

2.1 行业场景的深度分析：千行千面，泛内容行业
可能迎来生产方式巨变

• 影视制作：超级个体的生产及专业剪辑能力的快速普惠

• 内容社区：大量玩法出现，行业爆款在即

• 广告营销：内容营销+个性投推动MarTech企业提供更优质的
全案解决方案

• 游戏娱乐：游戏美术流程迎来创作流程的变革，沉浸式游戏再
次探索商业性爆发

• 传媒：视频+自媒体将迎来内容的井喷

• 教育：可视化内容实现教育质量的普惠化

2.2 步步为营：多模态*多场景，产业呈现L1-
L4的阶梯发展

• AIGC与视频产业的结合成功关键在于人机协作的理解、程度及
流程化

• AI视频时代，依然需要人作为最后的内容审核者，人对于视频
合理性及创意性的把控成为AI技术应用程度的关键

• 容错率与创意性，成为to B及to C领域的应用的差别关键

3.1 中国AI+视频全景图谱

• 算力层、数据层、模型层、应用层：三大关键产业链的全面梳理

• 模型层的深度剖析：模型中间层所对应垂直产业、垂直领域的产
业链分析

• 全方位捕捉中国AI+视频企业

3.2 中国AI+视频的优质实践者：用AI开启“人人
都是up主”的时代

• AI+视频行业先行企业介绍

• 实践企业的技术背景、商业模式等优势梳理

• 各行业标杆性案例的展示

• 海内外企业的对比及出海机会分析

4.1 趋势展望：视频信息的生产成本迎来视频信息
传递的便捷性

• 视频信息是“全世界的通用语言”，真正实现全世界文化与与交
流的互通互联

• 虚拟世界（元宇宙）可迎来实质进展，人类具备大规模、低成本
地生产沉浸式内容的能力

4.2 挑战与风险：内容的监管面临巨大挑战，算力
成本可能加深数字鸿沟

• 视频的内容发布、分发、监管的流程面临重新调整，大量垃圾内
容可能充斥互联网

• 算力在短时间内依然可能成为AI普惠的最大挑战，大多数人依然
捆缚在信息茧房之内

 甲子光年智库将推出AIGC视频生成系列报告，下一步要推出的报告为《2024中国AI+视频行业发展研究报告》，现开展典型案例征集合作，欢迎咨询报名。
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