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HEERG "B KIREIE ?
- User : {TASH. BRER  SASINFREIM
. ltem : FEYIRHRPFET L RENIRE | REFXBERITA
RSN | ZHAENE | BERHE

» Learning : Pretrain-finetune, prompt learning, instruction-tun.

« Model : Well-trained models with extraordinary abilities

Representation : Chat Generalization & Generation :
Textual feature, text is Few/zero-shot, cross-domain,
all you need knowledge, personalized gen.

« Architecture : Transformer, self-attention
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d Open-ended Domains and Tasks
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;Eﬁggﬁ "Iig" *Eﬂuﬁ ? Open-ended domains & tasks
A AXAH—FD . Apromptéii—task , FLLMESIE

 Learning : Prompt learning/instruction-tuning [1,2,3,5,6,9,12]
« Representation : Text is all you need [4,5,6,7,8,9,12]

- Generalization : Few-shot, cross-domain [5,6,7,8], know. [10,11]

[1] Zhang Yuhui, et al. "Language Models as Recommender Systems: Evaluations and Limitations” NeurIPS Workshop 2021.

[2] Zhang Zihuo and Wang Bang. "Prompt Learning for News Recommendation” SIGIR 2023.

[3] Geng Shijie et al. "Recommendation as Language Processing (RLP): A Unified Pretrain, Personalized Prompt & Predict Paradigm (P5)“ RecSys 2022.
[4] Li Jiacheng et al. "Text Is All You Need: Learning Language Representations for Sequential Recommendation” KDD 2023.

[5] Cui Zeyu et al. "M6-Rec: Generative Pretrained Language Models are Open-Ended Recommender Systems” arXiv 2022.

[6] Zhang Junjie et al. “Recommendation as Instruction Following: A Large Language Model Empowered Recommendation Approach” arXiv 2023.
[7] Gao, et al. “Chat-REC: LLMs-Augmented Recommender System” 2023.

[8] Liu, et al. “Is ChatGPT a good recommender? A preliminary Study” 2023.

[9] Bao Keqin et al. “"LLM4Rec: Large Language Models for Recommendation via A Lightweight Tuning Framework” RecSys 2023.

[10] Xi Yunjia et al. “Towards Open-World Recommendation with Knowledge Augmentation from Large Language Models” arXiv 2023.

[11] Li Jinming et al. “GPT4Rec: A Generative Framework for Personalized Recommendation and User Interests Interpretation” arXiv 2023.
[12] Hou Yupeng et al. “Large Language Models are Zero-Shot Rankers for Recommender Systems” arXiv 2023.

[13] Bao Kegin et al. ” A Bi-Step Grounding Paradigm for Large Language Models in Recommendation Systems” arXiv 2023.
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LLMIKEE$ETF---Representation

d Text is all you need (NO item ID)

.O
Item X =
sequence

semy iy 315 — 235 E— 822
sequence
: s

| Title | 2020 MacBook Air | Title | P Title l Apple iPhone 13
Key-value Laptop M1 Chip ::':: sh:acc"s'zz:"b'e (256GB, Pink)
attribute pair > [ - -
sequence [ Brand ]{ Apple ] [ Brand ][ Amazon Basics Brand ] ' Apple ]

[ Color ][ Gold ] [ Color ][ Black ] Color ] Pink ]

- Use nature language to do recommendation
-> Low resource, cold start ...

Li Jiacheng et al. "Text Is All You Need: Learning Language Representations for Sequential
Recommendation” KDD 2023.



LLMIKEE$ETF---Representation

d Text is all you need (NO item ID)

Key-value |
attribute pairs :[ Brand ] Apple

1
1
1
;
1
.......................... :
1

....................................... o e e e et

| 1

Item “sentence” [ Title ][ 2020 MacBook Air Laptop M1 Chip ][ Brand ][ Apple ][ Color ][ Gold ]:

I 1

R o o ) S S S ) S . O O O S W S Y, U S A N 'y, ey e,y e oy )

Figure 2: Model input construction. Flatten key-value at-
tribute pairs into an item “sentence”.

Item > Sentence
Item sequence - Long sentence

Li Jiacheng et al. "Text Is All You Need: Learning Language Representations for Sequential
Recommendation” KDD 2023.
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LLMIKEE$ETF---Representation

1 Text is all you need (NO item ID)

Item/Sequence
Representation Item-Item Contrastive Task
f . L .
hieg) hy, hy, hy = hy, hy, hy, hy, hy, hy, hy, hy,, hy, h_ h_ h, h
— e p— ? ? f A
Transformer Noctxmer
—_— el
T — : = t
Token Emb. : Afcis) || Aritte |[A(mask)||[Aair||ALaptop || Abrana || Aappte || Acotor || Acotd || Agowa |{Amask)||Airhone ||A13 : item item item
I 1
Token Pos Emb. i | B B, B, |B,| B, B, B, B, B, e B | AR : Y ) ground-truth
! : in-batch negatives  next item
Token Type Emb. E C[CI.S‘] cKey cVaIue cKey cVaIue cKey cValue cKey cValue i
I 1
Item Pos Emb. E D, D, Dy E Masked Language Modeling
e e S e S e e e R e S ! ?
[CLS] | Title | [MASK] Air Laptop Brand = Apple Color Gold Title = [MASK]iPhone 13 ... Recformer i
T ' 1 ! f
item,, item,_4 user interaction sequence
(a) Recformer Model Structure (b) Pretraining
E, = LayerNorm(A,, + By, + Cy, + D) [hreisy, by, - - - by ] = Longformer([Ercisy, Evyys - - -5 Evy])

Li Jiacheng et al. "Text Is All You Need: Learning Language Representations for Sequential
Recommendation” KDD 2023.



LLMIKEE$ETF---Representation

1 Text is all you need (NO item ID)

Item/Sequence
Representation

higsy  hy, | hy, hy, o hy, by, hy, hy, hyy, hy,  hy,  hy, hy,
_—qﬂ
Transformer
—— s —
|- ------------------------------------------------------------------------------ -I
]
Token Emb.: Ajcrs) || Aticte |[Amask)||Aair||ALaptop || ABrana || Asppie Acolor Agowa || Agota ||Amask) |{Airnone ||A13 i
] 1
Token Pos Emb. E B, B, B, |[B;| B, B. B, B, B, B, B; By, |[[Bs2]:
1
] 1
1
Token Type Emb. : C[CI.S‘] cKey cVaIue cKey cValue cKey cValue CKE.V cValue i
1 1
Item Pos Emb. 1| Dg D, D, '
e e e ] :
[CLS] | Title = [MASK] Air Laptop Brand Apple Color Gold Title [MASK] iPhone 13

item,

(a) Recformer Model Structure

Prediction: ris

item,_4

h. h;

© bl I

Item-Item Contrastive Task

1 l 1
h_ h_ h, h
t f t ot
Recformer
et t
item item item
¢ Y ) ground-truth
in-batch negatives next item
Masked Language Modeling
4
Recformer —
t

user interaction sequence

(b) Pretraining

Li Jiacheng et al. "Text Is All You Need: Learning Language Representations for Sequential

Recommendation” KDD 2023.
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LLMIKEE$ETF---Representation

1 Text is all you need (NO item ID)

Item/Sequence
Representation Item-Item Contrastive Task
f . L .
hieg) hy, hy, hy = hy, hy, hy, hy, hy, hy, hy, hy,, hy, h_ h_ h, h
—p—
tot tt
Longformer Transformer R
—_— el
R 1 t
Token Emb.: Afcis) || Aritte |[A(mask)||[Aair||ALaptop || Abrana || Aappte || Acotor || Acotd || Agowa |{Amask)||Airhone ||A13 : item item item
I 1
Token Pos Emb. i | B B, B, |B,| B, B, B, B, B, e B | AR : Y ) ground-truth
! : in-batch negatives  next item
Token Type Emb. E C[CI.S‘] cKey cVaIue cKey cVaIue cKey cValue cKey cValue i
I 1
Item Pos Emb. E D, D, Dy E Masked Language Modeling
e e S e S e e e R e S ! ?
[CLS] | Title = [MASK] Air Laptop Brand Apple Color Gold Title [MASK] iPhone 13 ... Recformer —
T ' 1 ! f
i user interaction sequence
m = LayerNorm(GELU(Wjh,, + by)) M a
p = Softmax(Wom + by) (b) Pretraining
. V| psim(ho,h}) /7
Pre-train: =~ yilog(p) Lyc = —log Lpr = Lic + A+ Lyvim

i=0 Yieg esimibshi)/z

Li Jiacheng et al. "Text Is All You Need: Learning Language Representations for Sequential
Recommendation” KDD 2023.

14



LLMIE EEHETZ-—Learning Paradigm
J Prompt learning

B task#i— N prompthaid
Sentiment analysis :

Input : I love this movie.
Prompt: This is [z].

Sample-level learning f(y|x) > Task-level learning f(y|x,p)

Liu Pengfei, et al. "Pre-train, Prompt, and Predict: A Systematic Survey of Prompting Methods in Natural Language
Processing” arXiv 2021.

15



LLMIE EEHETZ-—Learning Paradigm

d Prompt learning

Iltem 1
GRU4Rec . Iltem 2
Traditional Recommender System
Iltem N
p(xtlx]’---’xt_l) : I
Item 372 Iltem 168 Iltem 413 Item 77 Item 952 Recommended Iltem

* @tched Jaws, Saving Private Ryan, The Good, the Bad, and the Ugly, Run Lola Run, Goldfinger.
the user may want towatch
LMRecSys '

PLMs as Recommender-System Token 1 Token 1 Token 1 Item 1
p(d(x,) |f ([d(xy), ...,d(x,._1)]) Token 2 o Token 2 o Token 2 = Iltem 2
N ~ TokenV Token V Token V Iltem N
{(¢)) Enable zero-shot recommendation

Gogl Improve data efficiency Predicted Token Distributions from Language Models Recommended ltem

BERT/GPT2

Zhang Yuhui, et al. "Language Models as Recommender Systems: Evaluations and Limitations” NeurIPS Workshop 2021.

16



LLMIR §EHETE--Generalization

d Open-ended domains and tasks

[have | a [good| day | [Eos] |
1 1 1 1 1

Attention Mask
bidiregtional

[ Transformer Layer L of M6 ] 88888 888888

| 00000 000000

( Transformer Layer 2 of M6 |[100000 000000

00000 000000

Mé | Transformer Layer 1 of M6 ] 00000 000000

| 5 S S A A N 1]|888a0 ggooao

P+ Embeddingso]lf Position1to 5 + Em eddingsof Position6lto 11 | i||00000 000000

! Bos'] | have | maski | day | [Eos’ ! Bos] [ have [ a [good| day | [kos] | 88888 888888

Bidirectional Region Autoregres%ive Region autoregressive
Understanding Generation

Figure 1: The text infilling objective used by the pretrain-
ing procedure of M6. [MASK] represents an undetermined
number of unknown tokens. [BOS] and [EOS] mean the be-
ginning and the end of a sentence, respectively. The autore-
gressive language modeling loss is imposed on the outputs
of the autoregressive region, and not on the bidirectional re-

Cui Zeyu et al. "M6-Rec: Generative Pretrained Language Models are Open-Ended Recommender
Systems” arXiv 2022.
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LLMIURBEIETE--Generalization

J Open-ended domains and tasks

Scoring tasks
(e.g., CTR)

Cui Zeyu et al. "M6-Rec: Generative Pretrained Language Models are Open-Ended Recommender

Systems” arXiv 2022.

[BOS’] December. Beijing, China. Cold weather. A
male user in early twenties, searched “winter stuff”
23 minutes ago, clicked a product of category “jacket”
named “men’s lightweight warm winter hooded jacket”
19 minutes ago, clicked a product of category “sweat-
shirt” named “men’s plus size sweatshirt stretchy
pullover hoodies” 13 minutes ago, clicked ... [EOS’]

|BOS| The user is now recommended a product of cat-
egory “boots” named “waterproof hiking shoes mens
outdoor”. The product has a high population-level
CTR in the past 14 days, among the top 5%. The user

clicked the category 4 times in the last 2 years. [EOS]




LLMIR §EHETE--Generalization

d Open-ended domains and tasks

bidirectional
=0 Hl 000 000 000 000 O
~ 11885 858 893 88 8
Softmax Layerlopti?n\llo vn2l\ |00 OO0 00O 0OO O
~N 000 000 000 aag o
} 000 000 000 000 o
000 000 000 000 O
( Transformer.l._.ayerLofMS J 888 888 888 888 8
( Transformer Layer L' + 1 of M6 ) 000 OO0 000 000 O
1 1 000 000 000 000 O
i + Emb of Segment 0 i + Emb of Segment 1 1 + Emb of Segment 2 ji + Emb of Segment 3 |i +Seg. 45000 000 000 000 O
000 000 000 000 O
bidirectional autoregressive
000 000 000 000 O
997 848 208 888 8

L ' of

( Transformer .fyerL of M6 ) 888 888 888 888 8
( Transformer Layer 2 of M6 Jl|cco coo coo ooo 6
( Transformer Layer 1 of M6 )l |©00 000 000 000 0
000 000 000 000 O
st Torw 3 T g greneench 1 ,|000 000 000 000 O
i+EmbofPos1to3 ii + Embof Pos4to6 ii + Emb of Pos4to 6 ii + Emb of Pos4 to 6 ;=‘+P<)54 ‘looo0 ooo ooo ooo o
!promptlIoptionlloptionzllll buy [shoes| , || buy |shirts| |, || will | buy |pants.| [EOS] 888 888 888 088 8
Trainable Embeddings History Behaviors Candidate Item to Rank 000 000 000 000 O

autoregressive

Cui Zeyu et al. "M6-Rec: Generative Pretrained Language Models are Open-Ended Recommender

Systems” arXiv 2022.
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LLMIURBEIETE--Generalization

J Open-ended domains and tasks

Generation tasks. Content generation has become an impor-
tant topic in modern recommender systems. M6-Rec uses the fol-
lowing plain text format to support both personalized product
design [18] and explainable recommendation [61]:

[BOS’] ...[EOS’] [BOS] The user now purchases a
product of category “...”" named “...”. Product details:
. The user likes it because ... [EOS]

Different prompts

Generation task: conversational recommendation. M6-Rec sup-
ports this task by marking the speaker of each sentence:

[BOS’] ... [EOQS’] [BOS] USER: Hi! SYSTEM: What
kind of movie do you like? USER: I like horror movies.
SYSTEM: How about The Shining (1980)? ... [EOS]

Cui Zeyu et al. "M6-Rec: Generative Pretrained Language Models are Open-Ended Recommender
Systems” arXiv 2022.
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LLMIREEIETS

d Not really “LARGE” Language Model
BERT, GPT2, Longformer, T5, M6, Flan-T5
J Require tons of training data

d Weak ability (<LLM)
* Learning : Pretrain-finetune, Prompt learning, Instruction-tun.

« Model : Well-trained models with extraordinary abilities

Representation : Chat Generalization &:

Textual feature, text is Few/zero-shot, cross-domain,

all you need knowledge,) personalized gen.

« Architecture : Transformer, self-attention




LLMIR §EHETE---Generalization

d In-context learning

g W N

Recommendation ] [ User - Item History Interaction 1: Could you recommend some action movies
| System R g to me?
_’r T — Ir History of Determine1: Use RecSys? Yes
L : { DialogueH | Execute 1: Recommendate Action Movies —
! ! | ! Inputs: (history interaction, user profile, action
( ) movie
Prompt Constructor C a )

Intermediate Answer A;:
Top-20 results (...)

Determine 2: Use RecSys? No Re C O m m e n d

Execute 2: Rerank and adjust Top-k results —

Inputs: (history interaction, user profile, t h ro u g h
Intermediate Answer A;: top-20 results)
Outputs A4: Top-5 results (...) C hatG PT

Q2: Why did you recommend the “Fargo” to me?

. ) Determine1: Use RecSys? No
! RecSys Candidate Set Construction Execute 1: Explanation for recommendation—
Inputs: (“Fargo”, history interaction, user profile)
A
Intermediate Answer A;:

OTY Of Becorsemncscon B Answer A, O Explanation(l recommend “Fargo” because it ...)

| ' N y,

Gao, et al. Chat-REC: LLMs-Augmented Recommender System. 2023.



LLMIURBEIETE--Generalization

1 In-context learning + recommendation model

Knowledge Reasoning & Generation Knowledge Adaptation Knowledge Utilization
Scenario-specific Factors Reasoning
P R s Representation iy A
e Preference Reasoning p g i y
Director Given a female user who is aged
Movie . 25-34..., the user's movie viewing : Reasoning
Time history over time is: Squid Game, A alug Srehisns D D Augmented Vector [
* preferences on movies, consider interested in... Preference Experts Ead

3 stars... Analyze the user's It seems that she is “|

factors like genre, director... Knowledge
Prompt >
p Encoder D D

Generator
Shared Experts

RecSys

Item Factual Prompt LLMs Factual Knowledge ,
A
‘Dune’ is a sci-fi movie D D Fact Augmented

Introduce the movie ‘Dune' and that... tem Experts Vector
describe its attributes, including P [ X1.X X ]
but not limited to genre, director... s 15A25:s AF

Factual SLNewok | Hybrid-expert User, item, context

Representation Adaptor features
J

Figure 2: The overall framework of KAR, which consists of three stages: (1) Knowledge reasoning and generation; (2) Knowledge
adaption; and (3) Knowledge utilization.

GPT = Open-world knowledge
Recommender model 2 Recommendation task

Xi Yunjia et al. "Towards Open-World Recommendation with Knowledge Augmentation from Large Language
Models” arXiv 2023.



LLMIURBEIETE--Generalization
0 GPTAEXRAMIEZFR

0.75 4 LLMs on Movie Rec
P Davinci
003 (GPT3
Rec Task Sample T LLM e.g. 2 0(-53 ) chatGeT
ChatGPT = 0.5
Historical Sequence I. Like I\ Dislike i 03 L1 pavine
‘g’ Alpaca 03 (GPT3)

2 046 049

[ﬂ ﬁ‘ Q_IJ: é'. d e @P LLM Fails !
4 100% 0.75 4

LLMs on Book Rec

100%
i
i O | Al
New Item Recommend o 3% 45, Fail ) opsa;a —_—
=° o B [ e F s
&5 @ | . _
Ground Truth ChatGPT Davinci Davinci
002 (GPT3) 003 (GPT3)
0.46 0.46

FUEFESS , KRR — RS R EEE.
BERGFR: FTisEREFED S ARRE

Kegin Bao et al. “LLM4Rec: Large Language Models for Recommendation via A Lightweight Tuning Framework”

Recsys 2023

24



LLMIURBEIETE--Generalization

J Tuning is necessary, but is also painful

* Tuning LLM is heavy

" ( Lightﬁmﬂm ) LLM4Rec Framework % - R::;::'I'ei:g - LL AM A*E;_—:Flg , 7B§5§E&
1’7”&”%-' 4M — ffi LLM (“i :L'::: (ﬁ Rec-Tuning « Insl:':::ion - ?%&UEI4M§§& I Ké”}?%*ﬁ
mput ) LM output t t - BISEIRY0.1% , HERFRER
.--.k # = E'gfl:aﬂ'
SSEMLLAMA 7B SHB% SEE

* Inference is heavy
 Pair-wise (n*m times of inference)

* List generation (very long beam-search)

* Generation ability is narrowly restricted

Kegin Bao et al. “LLM4Rec: Large Language Models for Recommendation via A Lightweight Tuning Framework” 25
Recsys 2023



LLMIURBEIETE--Generalization

d Instruction-tuning + grounding

°
[ )
o L o g
e
m | ° | @)n Man (2008) ’ ’ ’ @ouchmg Tiger, Hidden Dragon (Wu hu g
[ ]
an Al language model, | e @n Man (Sichuan dialect) * . o o zang long) 3
don’ thave access to your ’ N @Jn Man (2008) . s
personal preferences... @ouching Tiger, Hidden ¢ @ . . ’ =]
e @ . Dragon (Wu hu zang long) ‘e o @ o . %
@)n Man (Sichuan dialect) P A . . =3
® e C e 3 Grounding R S
@ouchlng Tiger, Hidden Y ° .. I statistical i ! |

. . |
Large Language @ Actual item . Iﬂfngiloﬂl

Dragon (Wu hu zang long) . °
- ‘ Model Output @ Hypothetical item

Language Space: all conceivable language sequences that LLM could generate
Recommendation Space: a sub-space within the language space that includes a
wide range of entities that fulfill the user’s preferences

Actual Item Space: only the actual items in the recommendation space

Bao Kegin et al. ” A Bi-Step Grounding Paradigm for Large Language Models in Recommendation e
Systems” arXiv 2023.



. LLMIRGEETE--Generalization

d Instruction-tuning + grounding

Language . - |BaGELdninhlEldld])] Actual Item
Space
man Al language mo;el, |

don’ t have access to your ’ "N
personal preferences...

a

..‘ ‘m Man (Sichuan dialect)
o

‘ouching Tiger, Hidden
Dragon (Wu hu zgng long)

)
g
=
@
80
©
S
B0
c
®
-
)
oo
(1]
-

\ J \ J

Closer to generation (TALLRec) Fast all-ranking (TALLRec)
Closer to recommendation (KAR)  Flexible for plugin (KAR)

Bao Kegin et al. ” A Bi-Step Grounding Paradigm for Large Language Models in Recommendation
Systems” arXiv 2023.
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LLMIURBEIETE--Generalization

d Instruction-tuning + grounding

—4¢— Games
—p— Movie
2 Popularity Dominated
&£ 0.01 >

o 1 2 3 4 5 6
Item Group Ranked by Popularity

Table 2: Statistics of datasets.
* Few-shot: Limited training samples
Dataset MovieLens 10M Video Games
#sequences 9,301,274 149,796
#items 10,682 17,408 * Regular: Full-data training

#interactions 10,000,054 496,315

Bao Kegin et al. ” A Bi-Step Grounding Paradigm for Large Language Models in Recommendation 28

Systems” arXiv 2023.



LLMIR §EHETE--Generalization

d Instruction-tuning + grounding

Dataset Model NG@1 NG@3 NG@5 NG@10 NG@20 HR@1 HR@3 HR@5 HR@10 HR@20
GRU4Rec 0.0015  0.0034  0.0047  0.0070  0.0104  0.0015  0.0047  0.0079  0.0147  0.0281

Caser 0.0020  0.0035  0.0052  0.0078  0.0109  0.0020  0.0046  0.0088  0.0171  0.0293

SASRec 0.0023  0.0051  0.0062  0.0082  0.0117  0.0023  0.0070  0.0097  0.0161  0.0301

o P5 0.0014  0.0026  0.0036  0.0051  0.0069  0.0014  0.0035  0.0059  0.0107  0.0176
DROS 0.0022  0.0040  0.0052  0.0081  0.0112  0.0022  0.0051  0.0081  0.0173  0.0297

GPT4Rec-LLaMA  0.0016 0.0022 0.0024 0.0028 0.0035 0.0016 0.0026 0.0030 0.0044 0.0074
BIGRec (1024) 0.0176 0.0214 0.0230 0.0257 0.0283 0.0176 0.0241 0.0281 0.0366 0.0471

Improve 654.29% 323.31% 273.70% 213.71% 142.55% 654.29% 244.71% 188.39% 111.97% 56.55%

GRU4Rec 0.0013 0.0016 0.0018 0.0024 0.0030 0.0013 0.0018 0.0024 0.0041 0.0069

Caser 0.0007 0.0012 0.0019 0.0024 0.0035 0.0007 0.0016 0.0032 0.0048 0.0092

SASRec 0.0009 0.0012 0.0015 0.0020 0.0025 0.0009 0.0015 0.0021 0.0037 0.0057

P5 0.0002 0.0005 0.0007 0.0010 0.0017 0.0002 0.0007 0.0012 0.0023 0.0049

Game DROS 0.0006 0.0011 0.0013 0.0016 0.0022 0.0006 0.0015 0.0019 0.0027 0.0052

GPT4Rec-LLaMA  0.0000 0.0000 0.0000 0.0001 0.0001 0.0000 0.0000 0.0000 0.0002 0.0002
BIGRec (1024) 0.0133 0.0169 0.0189 0.0216 0.0248 0.0133 0.0195 0.0243 0.0329 0.0457
Improve 952.63% 976.26% 888.19% 799.64% 613.76% 952.63% 985.19% 660.42% 586.11% 397.10%

- Baselines exhibit significantly worse performance than BIGRec
- Improvement of BIGRec is significantly higher for the Game dataset compared to the Movie dataset.

* possibly due to the varying properties of popularity bias between the two datasets

Bao Kegin et al. ” A Bi-Step Grounding Paradigm for Large Language Models in Recommendation
Systems” arXiv 2023.

29



LLMIURBEIETE--Generalization

d Instruction-tuning + grounding

Injected Model NG@1 NG@3 NG@5 NG@10 NG@20 HR@1 HR@3 HR@5 HR@10 HR@20
Movie
" Most-Pop  0.0032 0.0076 0.0088  0.0121  0.0170  0.0032 0.0108 0.0138  0.0244  0.0438
Single GRU4Rec 0.0047  0.0108 0.0151  0.0237  0.0351  0.0047 0.0155 0.0259  0.0527  0.0985
icdel Caser 0.0045 0.0113 0.0161  0.0242  0.0354  0.0045 0.0165 0.0281  0.0537  0.0986
(NGie) SASRec 0.0045 0.0119 0.0171  0.0268  0.0389  0.0045 0.0175 0.0302  0.0606  0.1088
DROS 0.0087 0.0186  0.0245  0.0359  0.0493  0.0087 0.0261 0.0406 0.0761  0.1292
BIGRec (1024) 0.0176 0.0214 0.0230  0.0257  0.0283 0.0176 0.0241  0.0281  0.0366  0.0471
________ Caser  0.0087 00183 0.0247 0.0354  0.0494  0.0087 0.0258 0.0404  0.0756  0.1296
+ DROS SASRec 0.0089  0.0184  0.0245  0.0357  0.0493  0.0089  0.0256  0.0409  0.0754  0.1307
BIGRec (1024) 0.0176 0.0250 0.0315 0.0427 0.0562 0.0176 0.0308 0.0464 0.0813  0.1353
Game
~ Most-Pop  0.0000 0.0000 0.0000 0.0004  0.0018  0.0000 0.0000 0.0000 0.0014  0.0068
GRU4Rec 0.0051  0.0080  0.0094  0.0109  0.0129  0.0051 0.0101  0.0135  0.0184  0.0263
Single Caser 0.0059  0.0094 0.0111  0.0141  0.0177  0.0059 0.0119 0.0161  0.0256  0.0401
Model SASRec 0.0113  0.0151 0.0164 00185  0.0204 0.0113 0.0179  0.0209  0.0275  0.0353
(+None) P5-base 0.0094 00116 0.0131  0.0145  0.0167 0.0094 0.0134 0.0172  0.0216  0.0300
DROS 0.0156  0.0194 0.0213  0.0244  0.0278  0.0156 0.0221  0.0269  0.0365  0.0500

BIGRec (1024) 0.0133  0.0169  0.0189 0.0216 0.0248 0.0133  0.0195 0.0243  0.0329 0.0457
BIGRec (full) 0.0221 0.0250  0.0272 0.0297 0.0319  0.0221 0.0270 0.0326  0.0401 0.0490

SASRec 0.0151  0.0197  0.0216 0.0247 0.0279 0.0151  0.0226  0.0279 0.0373 0.0488
BIGRec (1024) 0.0133  0.0243  0.0268 0.0302 0.0338 0.0133  0.0320  0.0377 0.0474 0.0619
BIGRec (full) 0.0221 0.0292 0.0312 0.0338 0.0375 0.0221 0.0340 0.0387 0.0478 0.0611

Bao Kegin et al. ” A Bi-Step Grounding Paradigm for Large Language Models in Recommendation
Systems” arXiv 2023.



LLMIURBEIETE--Generalization

d Instruction-tuning + grounding

Caser + DROS BIGRec (1024) + DROS
pm SASRec + DROS B BIGRec (Full) + DROS

Game NDCG Game HR
0:06} BIGRec =0 =0
| BIGRec . ° 25 X
0:0401 A= Injected 0.05 == Injected > 20 S -
>50.035- v = =3 30
I ® 0.04 915; 9
O 0.030- 2 3 3 20
a = o 5 10; s
2 0.025 : E 5 £ 10
0.020- 0.02 0. 0!
4 E 5 = 20 1 5 10 15 20 NDCG@5 NDCG@10 HR@5 HR@10
K K

* Incorporating  popularity  information, ¢ Incorporating collaborative information into

BIGRec achieves performance BIGRec yields a more significant enhancement
improvements for the NDCG@K and HR@K compared to incorporating information into a
metrics, particularly for larger values of K different conventional model.

Bao Kegin et al. ” A Bi-Step Grounding Paradigm for Large Language Models in Recommendation W
Systems” arXiv 2023.
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Prompt Optimization
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D E E;E'J\m1t i Prompt Training Samples i

| Step 1 Prompt] i

! ) romp i

: PrOV|d.e feedback — L|ght We|ght |aptop :

 Customer Review Analysis || on various products with new amazing i

. | update life is awesome. -~ i

What do you ne.ed.? | | stepn 1 ;- y

« Step1: Optimize prompts with a | [Provide a sentiment Accuracy = 78%

few labeled data | | analysis of a given . feedback | i

« Step2: Deploy your service . || input text ... i

. - o O |
What will happen” Deployment

« Day1: Work perfectly oo

« Day2: Still good, but bad case
« Day3: More bad cases _,_, - y
@ Accuracy = 85%

Test samples
w/ the same

distribution
(source group)

optimized prompt

* How to reduce bad cases? 5 Task-specific

* Keep labeling new data and Test samples
; ” w/ a different . !
updating prompts: distribution y Yo
 Robust prompts to new data |

(target group) @ Accuracy = ?

Moxin Li et al., Submitted to EMINLP, Anonymous Title. 2023
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landscape image in

= = |j\] E }52 [ Recommend some action movies.] : . the cartoon style. v

- \  /
G| 1can suggest some popular action e S
. movies that you may like: Stable d:’ffIIJSIOI\
modade
= . 1. The Dalzk Knight (2008) .
Y %%E . 2. John Wick (2014) (b) An example of conditional image
3. Mad Max: Fury Road (2015) . : - s
E ‘_|' ]ZE generation via stable diffusion.
o 1. B
! “h:l = X 1E r [ Which one has the highest rating?] :
=Tl S Diffusion 5
: f K
o 2.Al 1/IEI_I The answers vary based on the rating model A,
—_ source and the cutoff time, but | can :f \ ‘.‘é‘:‘- &
@) 3 AI E&Iﬂl check the popular review websites. By Srn=iga
(c) An example of changing image
On Botten Tomatocs and MDD, the attributes (color change in clothes)
o 4. Al j:%% h.lghest-rated action movies of all o &

time (cutoff date of 09/2021) are
“Mad Max: Fury Road” and “The Dark

Knight”, respectively.
Note that ratings change over time
| and users’ preference may vary.

J

s ’ (d) An example of image style transfer
(a) A conversation between a user and ChatGPT. (to a cartoon style).

Wenjie Wang et al. arxiv, Generative Recommendation: Towards Next-generation Recommender Paradigm. 2023
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or release date. | ------
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6. All | Ask » . 2. | Will Always Love You
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8. Rumour Has It I %/ 4. | Wanna Dance with Somebody
9. Chasing Pavements g N < 5. Purple Rain
...... | ReclLM
Jizhi Zhang et al. Recsys, Can ChatGPT Make Fair Recommendation? A Fairness Evaluation Benchmark for 36

Recommendation with Large Language Model. 2023
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