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前  言 

随着新一轮科技革命和产业变革的深入发展，人工智能技术正迅

速推动人类社会智力创新、经济高质量发展，以及生产生活方式效率

的提升。人工智能为全球产业发展提供新动能的同时，也带来了诸多

新的问题和挑战。当前人工智能知识产权治理正处于法律研究和规则

制定阶段，迫切需要解决全球范围内多方面的问题。一是产业对大模

型数据使用量级的快速提升突出了著作权作品合理使用原则问题，尤

其在原创作者和大模型企业的著作权使用上存在明显争议。二是人工

智能技术生成的作品呈现成倍释放的趋势，给当前著作权归属和适用

制度带来冲击，考验着知识产权治理的能力。 

各方都在积极寻求解决人工智能领域知识产权问题的路径。美国

政府加速法律问题研究，产业主体主动承担训练数据和作品的侵权责

任；日本通过明晰人工智能数据训练中的合理使用标准，平衡企业和

原创作者间的关系；欧盟以促进产业发展的数据挖掘原则为抓手，推

进著作权治理向精细化方向发展；中国通过立法和司法协同，探索人

工智能知识产权最佳保护模式。 

各方对于人工智能技术有较大的知识产权风险已经达成共识，知

识产权制度必须适应新的现实和新的法律挑战，形成符合产业和各方

行为预期的知识产权治理理念和规范。基于新的人工智能发展阶段的

知识产权治理理念，需要坚持产业发展优先的原则，秉持共商共建理

念，推动输入端和输出端关键规则构建，探索治理主体创新。 
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一、人工智能产业发展概况和知识产权环境 

（一）人工智能产业发展概况 

人工智能（Artificial Intelligence，简称 AI）被视为引领未来产业

发展的战略性新兴技术，正在推动着一场全新的科技变革和产业创新。

随着机器学习（machine learning）、计算机视觉（computer vision）、

自然语言处理（natural language processing）等领域的快速进展和技术

不断完善，人工智能对社会的智力创新和进步、经济的提质增效，以

及生产和生活效率的提升都产生了深刻的影响。 

从发展阶段来看，深度学习技术的快速突破正在驱动人工智能以

前所未有的速度逼近通用智能。自 2014 年起，随着以生成式对抗网

络（Generative Adversarial Network，简称 GAN）为代表的深度学习

算法的提出和迭代更新，人工智能处理单一任务水平大幅提升，专用

式人工智能技术逐渐成熟。而 2022 年底美国开放人工智能研究中心

（OpenAI）发布的 ChatGPT 则代表了通用式人工智能的技术进化，

聚焦于人机交互的封闭环境，人工智能已经能够同时实现多项复杂的

任务能力。深度学习在未来仍将持续“大模型+大算力+大数据”的主

导路线，逐渐逼近人机交互环境下的有限度通用智能，这也对算力、

研发等工程化能力提出更高要求。同时，海量专用小模型正在更深入

与行业核心业务能力相结合。在“大模型主导，行业小模型应用落地”

两类路线叠加驱动下，人工智能将持续规模化应用，并不断逼近与人、

环境交互协同的通用智能。 

从产业布局看，领军企业持续迭代基础通用大模型，主导力量正
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在逐步形成。一是，领军企业持续迭代基础通用大模型，完善各类模

型能力布局，探索产业服务模式。以 OpenAI 的 GPT-4，谷歌（Google）

的 bard，百度文心一言大模型，科大讯飞星火大模型等为代表，大语

言模型正在逐步将其能力范围扩大至金融、医疗、能源等领域，探索

大模型落地的专业化场景。二是，开源模型技术体系打破闭源模型垄

断壁垒。以元宇宙公司（Meta） Llama2 模型，稳定人工智能公司

（Stability AI）的稳定扩散模型（stable diffusion），斯坦福大学羊驼

（Alpaca）模型等为代表，开源模型已成为部分企业及高校研究机构

的发力点，逐步赋能更多开发者和学习者，加速产业整体发展和进步。

三是，贴合业务场景的专业大模型纷纷入局。例如上海人工智能实验

室开发的全球首个城市级实景三维大模型书生·天际，网易游戏伏羲

大模型等，创新主体及行业企业紧跟大模型热潮，与自身业务场景结

合，提升对外服务能力。 

从商业化落地来看，人工智能行业主流产品形态是生成式人工智

能（AI Generated Content，简称 AIGC）。目前，大模型在日常办公、

文本创作、图像视频生成、游戏等领域拥有较大发展潜力，商业化前

景相对清晰。在文本生成端，AIGC 已经可以利用自然语言生成技术

自动生成文章、小说、新闻摘要、诗歌等文本内容；在图片生成端，

图片风格转换、图像修复和补充、生成艺术作品等产品正逐渐落地；

在音视频生成端，合成音乐、生成环境音效、视频合成和特效生成等，

AIGC 可以提升制作效率。未来，AIGC 能够针对科学发现类的任务，

逐步渗透生产力变革。大模型有望作为基础赋能工具，发现更多领域
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通解，在更多领域实现价值创造和产业升级，如解决数学问题，发现

新材料配方，配合药物研发预测药物理化性质等。 

（二）人工智能产业知识产权环境 

知识产权问题是企业对于使用生成式人工智能的首要担忧。在德

国人工智能内容治理公司 Acrolinx 于 2023 年 8 月对 86 家财富 500 强

公司的调查中1，近三分之一的受访者表示，知识产权是使用生成式

AI 的最大担忧。而由代码管理公司 Gitlab 对超过 1000 名从业者开展

的调查发现2，95%的高级技术主管认为知识产权和隐私保护是使用

AIGC 的首要考虑对象，也有 79%的受访者担心人工智能工具会获取

知识产权或私人数据。 

究其根本，还是现有的人工智能技术在著作权、专利权、商标权、

反不正当竞争等方面都面临法律挑战。在著作权方面，人工智能应用

程序生成文学和艺术作品的能力日益增强，可利用大模型模拟人类思

维活动、从事智力成果的生成与传播活动，这对著作权制度一直与人

类的创造精神以及对人类创造力表达的尊重、奖励和鼓励立场产生挑

战。如算法和模型的训练阶段，人工智能训练数据可能存在输入端的

侵权责任问题；而在内容生成阶段，输出端的生成物是否属于著作权

法保护范围也备受争议。在专利权方面，一是人工智能应用或算法是

否应被视为可专利的计算机程序或软件，以及其可专利客体的审查规

则究竟如何细化一直备受关注；二是人工智能本身是否具备法律主体

 
1 见 https://www.acrolinx.com/wp-content/uploads/2023/08/Acrolinx_Generative-AI_Report_FNL.pdf 
2 见 https://about.gitlab.com/press/releases/2023-09-05-devsecops-report-state-of-ai-in-software-

development.html 
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或专利权人资格。在商标权方面，随着越来越多地使用人工智能进行

营销，以及消费者受算法推荐影响，需要重新考虑人工智能推荐算法

是否会淡化品牌的商标价值。在反不正当竞争方面，人工智能生成内

容模糊了原创性辨识，难以判定内容的真实性，使得自动化生成的内

容可以通过虚假宣传或误导消费者，可能会涉嫌不正当竞争行为。 

从产业关心热点来看，核心问题聚焦在著作权上。一方面，需要

著作权法界定输入端的合理使用范围和侵权责任承担。在人工智能数

据的输入端，大语言模型需要使用大量语料数据。而开发者和企业在

未经允许的情况下，通过算法设计和程序运行的自动化，利用他人著

作权作品片段组合成创作物表达，“洗稿”“拼凑”其他作品，可能

会构成对他人作品的侵权。此时，需要利用著作权法上的合理使用原

则来对相关侵权行为进行合法豁免，也需要著作权法主动厘清现有大

模型训练中的侵权责任认定规则。另一方面，需要著作权法明确输出

端人工智能创作物的保护范围。人工智能的创作活动可能涉及人类作

者和人工智能系统之间的合作或分工。尽管人工智能系统可以协助创

作者，但通常需要人类创作者来设置参数、提供指导、进行编辑和选

择最终的创意成果。著作权可以保护知识和智力劳动的成果，确保创

作者得到应有的认可和回报，因而是明确作品权利归属和保护的合理

选择。对于产业链上下游的不同参与主体，著作权法参与了重要的利

益分配环节。 

二、现阶段全球人工智能领域主要知识产权问题 

本报告分析主要以著作权问题为主。伴随着人工智能产业的快速
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发展，产业界各方在知识产权领域展开博弈，有关人工智能生成物的

知识产权争议也在快速出现。本报告对国外人工智能知识产权争议和

案例进行梳理，内容如下： 

（一）输入端数据训练的合理使用问题 

输入端合理使用的争议主体主要为著作权作者和大模型公司。一

方为担心其作品被人工智能用于数据训练和学习的原创作者，以美国

作家协会、George R.R. Martin、Paul Tremblay、Mona Awad、纽约时

报、盖蒂图片等为代表。另一方被诉主体为大模型企业，如 OpenAI、

微软、谷歌等。为了提供更好的使用体验，生成式人工智能在生成文

字作品时，必须进行大量高质量的语料训练。语料库一般会包括多领

域的文本素材，如新闻、学术论文、小说、科技文章、医学文献等，

以确保模型具备广泛的知识。企业一般会在使用数据之前进行数据清

洗，删除或替换可能涉及著作权的内容，但仍有可能使用特定的受著

作权保护内容进行训练。此外，大模型的多模态能力使涉案作品呈现

出多样化的特点，如 George R.R. Martin 等诉 OpenAI 案涉及文字作

品，Sarah Andersen 等诉中道公司（Midjourney）和盖蒂图片（Getty 

Images）诉 Stability AI公司涉及图片作品，Matthew Butterick诉GitHub

案中涉及程序代码等。目前各方对大模型训练中合理使用的标准不尽

相同，也因此引发各方主体困扰和争议。 

表 1 输入端合理使用争议 

原告/争议

发起方 

被告/争议针

对方 
案情 

程序员兼

律师

Matthew 

GitHub,微软, 

OpenAI 

Butterick 认为，GitHub Copilot 大模型在生成代码

时使用了 GitHub 上开源代码的代码片段，但未经

原创作者的许可，构成侵犯著作权。GitHub、微软
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3 见 https://llmlitigation.com/ 
4 见 https://www.thefashionlaw.com/court-refuses-to-dismiss-artists-copyright-claim-against-stability-ai/ 
5 见 https://www.theverge.com/2023/2/6/23587393/ai-art-copyright-lawsuit-getty-images-stable-diffusion 
6 见 https://variety.com/2023/music/news/ai-copyright-human-artistry-campaign-musicians-songwriters-artificial-

intelligence-1235557582/ 

Butterick

，联合

Joseph 

Saveri 律

师事务所 

和 OpenAI 对此表示否认，称 Copilot 在使用 GitHub

上的开源代码进行训练时，只会使用公共领域的代

码，不会使用任何受著作权保护的代码。案件仍在

审理中。此外，Butterick 在其个人网站上称，2022

年 11 月，他们起诉了 GitHub；2023 年 1 月，他们

起诉了 Stability AI；2023 年 6 月，他们代表 Paul 

Tremblay 和 Mona Awad 起诉了 OpenAI3。 

三名插画

师，Sarah 

Andersen, 

Kelly 

McKernan

, Karla 

Ortiz 

中道公司

(Midjourney)

, DeviantArt, 

Stability AI 

2023 年 1 月，三名插画师 Sarah Andersen, Kelly 

McKernan, Karla Ortiz 在美国加利福尼亚州北区地

方法院起诉了 Midjourney, DeviantArt 和 Stability 

AI。原告认为，被告使用的训练素材中包含了他

们的作品，但这些公司在使用这些素材时并未获

得他们的许可，构成侵犯著作权。被告

Midjourney、DeviantArt 和 Stability AI 对此表示

否认，称他们在使用这些素材时采取了合理的措

施来避免侵权。他们表示，他们只会使用公共领

域的素材，或者从创作者处获得许可的素材。

2023 年 10 月，美国加州北区地方法院法官驳回了

其中两位的索赔，只保留了 Andersen 对 Stability 

AI 的著作权索赔，并驳回了其他权利要求4。 

盖蒂图片

（Getty 

images） 

Stability AI 

2023 年 2 月，盖蒂图片声称，Stability AI 通过自己

的软件系统，未经许可自动爬取盖蒂图片多达 1200

万张图像。盖蒂图片认为这些行为构成了著作权侵

权，因为它们未经许可就复制和运用了盖蒂图片的

图像，此外，盖蒂图片认为 Stability AI 的绘画作品

中常常包含盖蒂图片的商标水印，而且作品常常是

“低质量，没有吸引力或具有侵犯性的”，其行为淡

化了盖蒂图片的商标，损害了其商标价值5。 

“人类艺

术运动”

（Human 

Artistry 

Campaign

） 

人工智能公

司 

2023 年 3 月 16 日，美国唱片业协会（RIAA）联合

美国独立音乐协会、美国音乐家联合会、美国出版

商协会、国际唱片业协会、录音学院等 30 余个社

会团体组建了一个音乐人和艺术家联盟，共同发起

了“人类艺术运动”，以保证人工智能不会取代或

“侵蚀”人类文化和艺术。该组织的目标是“确保

人工智能技术以支持人类文化和艺术的方式开发

和使用，而不是取代或侵蚀它的方式”，该组织概

述了倡导人工智能最佳实践的原则，“强调尊重艺

术家、他们的作品和他们的角色；透明度；以及遵

守现行法律，包括著作权和知识产权”6。 
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资料整理：中国信息通信研究院 

从争议发生的原因来看，一是，权利人海量但授权机制不明晰。

首先，人工智能模型训练需要多个来源的数据，如源自互联网、公共

数据库、个人创作等。由于人工智能模型训练的范围越来越广，涉及

的权利人也越来越多。在文本生成模型的训练中和在图像生成模型的

训练中，海量的作品都存在许可成本问题。其次，不同作品的授权机

制和价格各不相同。不同的文字、图片、音乐作品中可能包含复杂的

独家授权、非独家授权、转授权等类型，授权费用会根据作品的知名

度、使用范围、销量、质量等多种指标综合衡量和确定。因此不同的

 
7 见 https://www.npr.org/2023/08/16/1194202562/new-york-times-considers-legal-action-against-openai-as-

copyright-tensions-swirl 
8 见 https://www.theverge.com/2023/8/21/23840705/new-york-times-openai-web-crawler-ai-gpt 
9 见 https://www.bbc.com/news/technology-66866577 

Paul 

Tremblay, 

Mona 

Awad 

OpenAI 

2023 年 6 月，畅销书作者 Paul Tremblay 和 Mona 

Awad 起诉 OpenAI，声称，他们的小说被用来训练

人工智能工具。根据向旧金山联邦法院提交的起诉

书，OpenAI“依赖于从公共互联网上收集大量文本

材料，包括原告的书籍”。Awad 和 Tremblay 还声

称，当出现提示时，ChatGPT 会生成他们各自书籍

的摘要，这只有在 ChatGPT 对原告的著作权作品进

行训练时才有可能。 

美国作家

协会及

8000 多名

作家 

微软、Meta

和谷歌等公

司 

2023 年 6 月，美国作家协会及 8000 多名作家签署

了一封公开信，要求公司不要在未经许可或未支付

报酬的情况下使用这些作家的作品训练人工智能

系统。作家们认为，AIGC 技术的开发和应用可能

会侵犯他们的著作权和利益。他们要求人工智能公

司在使用他们的作品时获得许可并支付报酬。 

纽约时报 OpenAI 

OpenAI 使用《纽约时报》的新闻文章来训练其语言

模型，但未与该报进行任何授权或合作，引发了该

报的不满7。该报的律师正在考虑是否起诉 OpenAI，

以保护与其报道相关的知识产权。此外，《纽约时

报》已经屏蔽了 OpenAI 在网上爬取数据的工具8。 

George 

R.R. 

Martin 等

作家 

OpenAI 

2023 年 9 月，George R.R. Martin 等作家诉称，

OpenAI“未经许可批量复制原告的作品”，并将受著

作权保护的材料输入大语言模型，输出结果掠夺了

相关作者的市场，使作者失去许可机会9。 
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作品会有不同的授权机制。最后，授权机制不明晰导致侵权责任难以

确认。由于权利人众多，且授权机制不明晰，因此在人工智能模型训

练中获得所有权利人的授权往往是一件困难的事情。即使能够获得部

分权利人的授权，也可能存在授权范围不明确、授权期限不明确等问

题，从而加剧了模型训练存在的侵权风险。 

二是，各方对人工智能输入端构成合理使用的法律依据不同。欧

盟限定了“文本与数据挖掘机制”。在 2019 年 3 月 26日最终通过的

《单一数字市场著作权指令》中，欧盟对于合理使用采用了作者默示

许可以及选择性退出默示许可的机制，以适应人工智能的数据挖掘需

求并实现对于创新的激励。日本选择了“非欣赏性利用模式”。2018

年的日本《著作权法》修订，对合理使用增加了新的豁免条款，“不

以欣赏作品原有价值为目的的利用”，即对创作的作品内容本身进行

使用，而不是出于欣赏、娱乐、教育或艺术等原有价值的目的。根据

人工智能机器学习的目的，其符合“用于信息内容本身的分析，而非

欣赏原有文化价值”的定义，因此被包含在合理使用范围内。美国对

合理使用的认定标准最为灵活。美国著作权法对合理使用的方式归为

四要件，包括使用目的和性质，著作权作品的性质，使用部分占被利

用作品的比例，以及作品对潜在市场价值的影响。美国对合理使用抽

象的规定模式使得法院在个案中有较大的灵活裁量空间，由此为创业

公司和科技公司开拓了较大的发展空间。 

（二）输出端内容著作权保护范围问题 

输出端内容著作权保护的争议主体为人工智能用户和著作权登



人工智能知识产权法律问题研究报告（2023 年） 

9 

记机构。根据美国著作权法，著作权的登记是对著作权权属、效力及

所述事实的初步证据，也是著作权侵权诉讼和主张法定赔偿的前提条

件，因此图片登记是相关人获得著作权保护的合理选择。而对于被登

记的作品，著作权保护的核心诉求是证明作品的独创性，以及区分保

护的主体。一方面，由人工智能生成的作品创造性思维的表达并不明

晰，现有著作权法无法解释人工智能是否能够独立创作作品。另一方

面，对于人工智能应以何种地位出现在著作权作品中，是否可以作为

“作者”存在争议。 

表 2 输出端著作权保护争议 

资料整理：中国信息通信研究院 

从争议发生的原因来看，一是，坚持独创性标准是人工智能创作

物获得著作权保护的理论障碍。问题集中在对独创性中“创造性思维”

原告/争议

发起方 

被告/争议

针对方 
案情 

Stephen 

Thaler 

美国著作

权局 

法院裁定生成式人工智能创造的作品不能登记著作

权。2022 年 6 月，原告 Stephen Thaler 使用文生图式

人工智能“创造力机器”（Creativity Machine）产出了

一张名为《天堂入口（A Recent Entrance to Paradise）》

的图像。他以“创造力机器”为作者向美国著作权局

递交了著作权登记申请，并解释称该作品由计算机算

法自动生成。著作权局以缺乏人类作者身份、人类并

未参与创作该作品等理由驳回申请。在陈述申辩、复

议未果后，Stephen 向美国哥伦比亚特区联邦巡回法院

提起了诉讼。2023 年 8 月，法院判决生成式人工智能

创造的作品不能登记著作权。法院认为，人类作者身

份是著作权的基本要求，完全由人工系统生成的、没

有人类参与的作品不符合著作权保护的条件。 

插画家

Kristina 

Kashtanov

a 

美国著作

权局 

图书作者 Kristina Kashtanova 此前将其创作的漫画书

《Zarya of the Dawn》向美国著作权局提起注册，书中

使用了部分由 Midjourney 创作的插图。美国著作权局

此前曾接受了这一注册。2023 年 2 月，美国著作权局

表示将撤回对 Midjourney 部分的著作权保护，认为由

Midjourney 技术生成的图片不属于人类著作成果。 
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和“贡献参与”的要求。一方面，对人工智能的“创造性思维”标准

是否应该设置较为苛刻的门槛存在争议。著作权法对作品的独创性要

求并不需要极高的创新程度，只需一定程度地与现有作品不同即可。

因此，要求人工智能生成的作品具有像爱因斯坦相对论那样的开创性，

或者像学位论文一样经过严格的重复率检测显得过于苛刻。另一方面，

人工智能生成的作品需要考察创作过程中人类对于最终表达的直接

贡献度。在创作意图方面，人工智能并不具备传统意义上人类主动的

“创作意图”，被动需要人类的启发和参与，尚不具备完全的独立自

主性。因此，人类在人工智能生成中的表达参与，即直接贡献，对于

最终生成作品的形态和呈现至关重要。 

二是，坚持人类主体地位是人工智能创作物获得著作权保护的制

度障碍。一方面，在案例中，以美国为代表，坚持著作权法中对人类

创作主体的地位。在 Burrow-Giles Lithographic Co. v. Sarony 案中，美

国最高法院的意见就体现出，人类创造力始终是著作权保护的必要条

件。即使透过新工具或在新媒介上展现创造力，亦无不同。因此，一

般将人类认定为著作权归属者。另一方面，目前的法律条文还没有体

现出对人工智能创作者主体资格的支持。美国著作权法 102 条认定，

“人类作者身份是美国著作权保护的先决条件”。中国著作权法体现

出的主体则是“公民、法人或者非法人组织”。在当前的技术水平下，

人工智能还不能完全拥有与人类相同的智力和思想，人类智力是通用

型的，而人工智能还远未达到通用型人工智能的水平，人们在实际生

活中也并不接受人工智能拥有与自然人同样的人格和地位。 
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从现有规定来看，大模型训练全流程不可避免地涉及到知识产权

侵权，适应人工智能产业未来发展的知识产权制度如何构建，成为数

字经济时代需要回答的重要问题之一。 

三、人工智能领域各方知识产权治理相关实践 

（一）美国：政府加速法律研究，产业主体承担责任 

为了更好地应对人工智能技术带来的挑战，美国政府采取了一系

列措施，包括推进人工智能法律立法节奏、增加听证会和意见征询等

手段。美国企业为了解决目前业界对于人工智能知识产权的担忧，承

诺为商业客户使用人工智能生成内容的著作权侵权承担诉讼和赔偿

费用，进一步保障了使用者的权益。 

在政策制定方面，美国政府加速制度明晰节奏。第一，美总统颁

布行政令要求制定人工智能著作权政策10。行政令责成美国商务部11制

定内容认证和水印技术指南，以方便标记原创内容，并检测人工智能

生成的合成内容。该认证的目标是将人工智能生成的内容与其他人类

原创内容区分开来，并可方便验证内容的真实性，用于鉴定数字内容

的著作权。同时，行政令指示美国专利商标局和美国著作权局就可能

采取的与人工智能著作权有关的政策向总统提出建议，包括对人工智

能生成作品的保护范围，以及在大模型训练中如何处理受著作权保护

的作品。最后行政令进一步指示国土安全部制定培训、分析和评估计

划，以解决与人工智能商业秘密窃取和知识产权侵权风险。 

 
10 见 https://www.sidley.com/en/insights/newsupdates/11/president-biden-signs-sweeping-artificial-intelligence-

executive-order 
11 美国商务部下辖美国专利商标局，负责知识产权有关政策的制定。 
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第二，美国国会举办多场听证会听取人工智能知识产权立法建议。

美国参议院司法委员会举办三次人工智能知识产权听证会。一是鼓励

保护人工智能生成内容的著作权。专家普遍认为，人工智能生成的内

容具有一定的独创性，应受到著作权法的保护。同时，人工智能生成

的内容通常是基于大量数据进行训练的，其中可能包含受著作权保护

的作品，在确定人工智能生成内容的著作权归属和侵权行为时，需要

综合考虑各方面因素。二是明确合理使用原则应适用于人工智能生成

领域，肯定了著作权的既定合理使用原则是平衡人工智能领域竞争利

益的最佳方式，虽然某些团体要求为使用内容训练人工智能模型付费，

但大家都认为人工智能开发者不可能与每个拥有训练人工智能模型

的数据著作权利益的权利人进行谈判并获得许可。最后，听证会建议

国会加强人工智能领域知识产权立法，建议明确人工智能生成内容的

著作权归属规则，帮助创作者有效维权；加强对人工智能生成内容的

著作权侵权的执法力度，以保护消费者；制定人工智能监管框架，防

止人工智能技术被用于非法目的侵犯隐私权。 

第三，美国专利商标局加强意见征询，但主流观点认为现有法律

已经足够适应当前情况。2019 年 10 月，美国专利商标局12在征询了

律师协会、行业协会、学术界和国内外电子、软件、媒体和制药行业

后，发表了《人工智能和知识产权政策的公众意见》报告。报告指出，

主流观点认为人工智能是工具而非作者，不具备独立的创作意识。根

据传统著作权法的有偿工作原则，只有自然人可以成为作者。二是人

 
12 美国专利商标局隶属于美国商务部，有权就知识产权（IP）政策、保护和执法向美国总统、商务部长和

美国政府机构提供建议，其中也包括著作权政策的建议。 
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工智能的独创性争议较大。一些人认为，如果人工智能生成的作品具

有充分独创，并且没有人类干预，就应该获得著作权保护，关键问题

是确定人工智能系统的所有者或控制人是否应该获得著作权。三是输

入端数据训练合理使用原则不够明确。一些评论者认为这可能侵犯著

作权，而另一些人认为应该考虑合理使用原则，并提出为著作权人提

供补偿。 

在产业界探索方面，已有企业愿意主动承担知识产权风险。微软

承诺为商业客户使用人工智能生成内容的著作权侵权承担诉讼和赔

偿费用。2023 年 9 月 7 日，微软宣布为商业客户做出新的副驾驶

（Copilot）大模型著作权承诺13。该承诺规定，只要商业用户在使用

微软 Copilot 生成内容时，开启了 Copilot 内置的著作权审查和防护机

制，在发现侵权行为时，微软将采取措施并向原创作者支付赔偿。如

果第三方起诉商业客户使用微软的 Copilot 或其生成的输出侵犯著作

权，微软将为客户辩护并支付诉讼导致的任何不利判决或和解金额。

该承诺是微软对人工智能生成内容著作权问题的积极回应。微软希望

保护原创作者的权益，并促进人工智能技术的健康发展。谷歌承诺若

商业客户使用谷歌云的 AIGC 服务，一切训练数据侵权或生成物侵权

将由谷歌进行赔偿。2023 年 10 月 12 日，谷歌表示他们将为使用其

Duet AI 和 Vertex AI 产品的商业用户提供法律保护，以防他们因侵犯

著作权而面临诉讼。这一承诺旨在消除对生成式人工智能可能侵犯著

作权规定的担忧14。谷歌表示，它将遵循“双管齐下、行业首创的方

 
13 见 https://blogs.microsoft.com/on-the-issues/2023/09/07/copilot-copyright-commitment-ai-legal-concerns/ 
14 见 https://cloud.google.com/blog/products/ai-machine-learning/protecting-customers-with-generative-ai-
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法”进行知识产权赔偿。一是输入端训练数据的赔偿，在谷歌使用训

练数据创建人工智能大模型的过程中，侵犯第三方知识产权的任何指

控，都将由谷歌承担。二是生成物的赔偿，当生成物由客户创建时，

谷歌的赔偿义务适用于其生成物侵犯第三方知识产权的指控。以上的

赔偿包括诉讼费用及可能产生的著作权费用。谷歌提醒用户，只有在

没有故意创建或使用生成物来侵犯他人权利，并且在引用时标明来源

的情况下，该赔偿才适用。 

（二）日本：明晰合理使用原则，避免侵犯原著作权 

一方面，日本政府明晰了输入端的合理使用标准，明确鼓励数据

训练。2018 年，日本对《著作权法》进行了修订，在第 30 条第 4 款

中增加了“不以欣赏作品原有价值为目的的利用”豁免条款，即对创

作的作品内容本身进行使用，而不是出于欣赏、娱乐、教育或艺术等

原有价值的目的。而大模型的数据训练是针对数据本身的内容进行学

习，并不是出于个人本身的价值欣赏目的，符合《著作权法》的规定。

这次修改总体上扩大了合理使用的范围，旨在鼓励创新，以适应人工

智能和大数据等技术的兴起。自 2023 年以来，日本政府又通过多项

措施强调现有的合理使用标准不会动摇。先是在 2023 年 4 月 24 日，

日本文部科学大臣永岡桂子在记者会中表示，日本法律不会保护人工

智能模型训练集中使用的著作权材料，也即允许人工智能模型训练对

于著作权人作品的利用，无论是出于非营利或商业目的，无论是复制

还是复制以外的行为。然后在 2023 年 5 月 17 日，日本参议院通过了

 
indemnification 
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一项新的著作权法修正案，但未对第 30 条第 4 款进行修改，这表明

立法者认为该规定足以适应生成式人工智能等新技术带来的著作权

挑战。最后在 2023 年 6 月，日本文化厅与内阁 AI 战略部门在《人工

智能与著作权法关系》解释性文件中明确，在开发和训练阶段，应鼓

励开发者创新但不应侵害著作权人正当利益。在将他人的著作权作品

用于 AI 开发时，如果“使用行为不是为了侵占他人表达的思想或感

受，则可以未经著作权所有者的许可使用受著作权保护的作品”。 

另一方面，日本政府明确以侵犯原有著作权为目的的数据训练，

属于侵权行为。根据 2018 年修订的日本《著作权法》，在数据训练

的限制条件上，使用形式应为作品的“非表达性利用”，即“不是为

了表达作品而使用作品”的使用形式。它明确定义了侵权行为：一，

行为目的不是对作品文本内容信息的分析和机器内部的加工处理等

行为；二，行为旨在向公众传播作品的表达内容。例如，以制作可以

感受到原始照片“所表达的本质特征”的图像为目的，从风景照片中

提取必要的信息制作数字图像；或者将出售的作品著作权数据库复制，

用于人工智能模型训练，属于侵权行为，因为以上行为超过了必要限

度，损害著作权人正当权益。如果认定 AI 图像与现有作品相似或基

于现有作品创作，著作权人可以申请著作权侵权的损害赔偿或禁令，

而侵权人也可能受到刑事处罚。 

（三）欧盟：保护企业数据挖掘，推进治理精细水平 

在加速人工智能产业发展方面，欧盟明确了开发者进行数据挖掘

时的合理使用原则。欧盟在 2019 年通过的《单一数字市场著作权指
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令》中解决了人工智能输入端数据学习中的侵权责任。其创设了第 3

条“以科学研究为目的的文本和数据挖掘”和第 4 条不限制目的的“文

本和数据挖掘”合理使用情形，以解决文本与数据挖掘对著作权保护

带来的挑战。第 4 条规定的“不限制目的的文本和数据挖掘”情形适

用于商业领域中的模型训练活动。这一规定采用了作者默示许可大数

据企业将内容用于机器学习，并赋予作者选择自己的作品可以不被用

于机器学习的权利。核心是对在“文本和数据挖掘”过程中的“作品

复制行为”进行豁免。要求是获取被训练作品和其他内容必须合法，

同时著作权人未明确保留文本和数据挖掘的权利。其合理使用的范围

广泛，适用于商业领域的模型训练，条件相对宽松，仅要求内容合法

获取且著作权人未明确保留文本和数据挖掘的权利，能显著降低模型

训练平台的著作权风险。 

在人工智能产业治理方面，欧盟推进知识产权规则适用的精细化

水平。欧盟在人工智能公司的监管和治理上以《人工智能法案》《数

字市场法》《数字服务法》等为制度保障。2023 年欧洲议会通过的《人

工智能法案》从保护权利人自由决定权与利益角度出发，要求彻底记

录任何用于训练 AI 系统如何生成类似于人类作品的文本、图像、视

频和音乐的著作权材料。这将使权利人知道其博客文章、电子书、科

学论文或歌曲是否已被用于 ChatGPT 等人工智能模型的训练，然后

他们可以决定其作品是否可以被复制并寻求补偿。对于生成式人工智

能工具如 ChatGPT，法案尝试按照其潜在风险进行分类，将透明度要

求与风险级别挂钩，并实施不同的监管措施，强大计算能力的模型将
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面临更严格的规定。此外，用于数据训练模型的数据也将受到额外审

查，这意味着对于封闭数据源模型的数据合规性要求将更为严格。尽

管欧盟在实施这一法案方面可能需要数年时间，但这无疑是一个在人

工智能发展和数据使用规范方面值得关注的法律方向。 

（四）中国：明确尊重知识产权，立法司法协同探索 

其一，网信办出台办法明确必须尊重知识产权。国家网信办联合

七部门发布的《生成式人工智能服务管理暂行办法》已施行，其中第

四条第三项、第七条第二项要求在使用生成式人工智能的过程中必须

尊重知识产权、不得侵害他人依法享有的知识产权。该办法的规定，

为规范生成式人工智能服务的知识产权保护提供了法律依据。生成式

人工智能服务提供者应当严格遵守该办法的规定，尊重知识产权，保

护原创作者的合法权益。 

其二，司法明晰人工智能知识产权的保护条件。“菲林律师事务

所诉百度案”15明确了人类参与AI生成是独创性的必要来源。原告菲

林律所利用“威科先行”法律信息库，设置相应的检索条件，由该计

算机软件智能生成了关于影视娱乐行业司法数据的分析报告，并在此

报告的基础上整理创作了推送文章。被告百度未经菲林律所许可，在

删除了涉案文章的署名、引言、检索概况等部分内容后，在其经营的

百家号平台上发布被诉侵权文章。2019年5月，北京互联网法院一审

宣判此案，判决认定计算机软件智能生成的涉案文章内容不构成作品，

但其相关内容亦不能自由使用，百度未经许可使用涉案文章内容构成

 
15 （2018）京 0491 民初 239 号北京菲林律师事务所诉北京百度网讯科技有限公司著作权侵权纠纷一案民

事判决书，北京互联网法院，https://www.bjinternetcourt.gov.cn/cac/zw/1556272978673.html 
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侵权。在针对人工智能生成的作品的独创性判定上，法院认为，考察

个性化来源时，需要基于数据差异产生的个性化特征，因为差异是由

不同的数据选择、软件选择或图形类别选择所致，亦非原告自身智力

创作获得，因此不能体现原告的独创性表达，故不具有独创性。“腾

讯诉上海盈讯科技案”16明确了企业的参数选择和设置构成独创性参

与。腾讯公司自主开发了一套基于数据和算法的智能写作辅助系统，

名为“Dreamwriter”，用以满足规模化和个性化的内容业务需求。2018

年8月20日，深圳腾讯公司在腾讯证券网站上首次发表了一篇财经报

道文章，并在涉案文末尾注明“本文由腾讯机器人Dreamwriter自动撰

写”。本案的被告上海盈讯公司未经腾讯公司许可和授权，在文章发

表当日在其运营的网站转载了文章。2019年12月，深圳市南山区人民

法院法院宣判，判决认为Dreamwriter软件生成的内容构成文字作品。

法院并没有打破作品必须是作者的智力创作的一般法律规则，为了证

明该人工智能产品构成作品，法院在判决书中强调，本案所涉文章是

由原告深圳腾讯公司的首席创作团队成员使用Dreamwriter软件生成

的。创作团队在数据输入、触发条件设置、模板选择、语料风格等方

面的安排和选择是与涉案文章的具体表达形式直接相关的智力活动，

该文章的表达形式是由原告主要创作团队相关人员的个性化安排和

选择决定的。因此，涉案作品具有独创性，属于我国著作权法保护的

文字作品。也就是说，本案中法院认定的作品并没有完全脱离人类的

智力活动，并非完全由人工智能产生的文字内容。它们不是由人工智

 
16 （2019）粤 0305 民初 14010 号深圳市腾讯计算机系统有限公司诉上海盈讯科技有限公司侵害著作权及

不正当竞争纠纷案民事判决书，深圳市南山区人民法院 
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能独立创造的，而只是人类智力活动在人工智能协助下的结果。 

综合以上的两个案例可以看出，两个案例在独创性判定，作品构

成判定、人工智能参与程度、侵权认定依据方面都有不同。在第一个

案例中，法院更强调数据和软件选择对独创性判定的影响，认为计算

机软件智能生成的文章内容不构成作品，强调差异并非由原告自身智

力创作获得而是由人工智能选择获得，侵权认定主要基于百度未经许

可使用涉案文章内容而不是基于作品的独创性。而在第二个案例中，

法院更注重人类创作团队在智力活动中的直接参与，认定由人工智能

生成的内容构成文字作品并受到著作权法保护，强调了原告创作团队

在数据输入和语料风格等方面的智力活动使涉案作品是人工智能协

助下人类智力活动的结果，认定侵权与作品的独创性密切相关。 

其三，北京互联网法院一审判决人工智能生成图片应当被认定为

作品，受到著作权法保护。2023年11月27日，北京互联网法院针对人

工智能生成图片著作权侵权纠纷作出一审判决。原告李某使用AI生成

涉案图片后发布于小红书平台；被告系百家号博主，发布文章配图使

用了原告该AI生成的图片，原告遂起诉。北互审理后认为，涉案人工

智能生成图片（AI绘画图片）具备“独创性”要件，体现了人的独创

性智力投入，应当被认定为作品，受到著作权法保护等17。该案被誉

为我国AI生成图片相关领域的第一案。 

（五）小结：各方积极应对挑战，治理路径逐渐清晰 

总结来看，人工智能的知识产权问题引起了各方的积极关注和回

 
17 见微信公众号“知产力”文章，《AI 生成图片著作权侵权第一案判决书》，2023 年 11 月 29 日，
https://mp.weixin.qq.com/s/Wu3-GuFvMJvJKJobqqq7vQ  

https://mp.weixin.qq.com/s/Wu3-GuFvMJvJKJobqqq7vQ
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应。在输入端数据的合理使用方面，各方普遍认为应该保障作者所享

有的著作权，并探索赋予作者一定的主动权，使其能够选择其作品不

被用于机器学习。如表 3 所示，这种思路在欧盟《人工智能法案》和

日本《著作权法》修订案中都得到了体现，即通过法律手段推动对大

模型训练数据的合理使用和责任豁免机制的制度设计和法律制定。由

于各方的法律体系和文化背景不同，对于著作权的单独授权问题，业

界普遍认为不可行。因此，需要寻找能够达成各方共识的合理使用合

法性基础，以实现产业发展和保护作者权益的平衡统一。这不仅对于

人工智能产业的健康发展具有建设性意义，也有利于促进社会文学艺

术的发展和繁荣。在解决人工智能知识产权问题时，需要综合考虑技

术发展、市场规则、法律制度等多个方面。各方应该加强沟通协调，

共同探讨合理使用人工智能技术的合法性和可行性，以实现人工智能

产业和文学艺术的共同发展。 

在输出端内容的保护方面，如表 3 所示，各方普遍认为现有的著

作权法能够合理地保护人工智能生成的内容。只有在人工智能的生成

过程中有人类干预，并且满足著作权保护所需的其他条件，才能满足

独创性的要求，从而获得著作权保护。由于人工智能目前仍处于发展

阶段，考虑到当前的人工智能发展水平和世界各方的审查和保护条件，

目前还没有给予人工智能生成物独立的著作权保护手段。因此，在著

作权机制的适用方面，应该侧重于作品的文化属性，注重对独创作品

的保护，同时支持人工智能创作的发展进步，以顺应著作权法变革的

未来趋势。通过平衡人工智能生成物与人类创作作品的权益保护，可
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以促进人工智能技术的不断创新和进步，同时也有利于文化产业的发

展和繁荣。 

表 3 各方应对人工智能著作权问题的保护路径 

资料整理：中国信息通信研究院   

四、人工智能知识产权治理展望 

人工智能时代，创造性劳动、人机协作的既有范式已在发生转变。

人工智能对于内容创作模式的更新本质上即是技术革新对于知识产

权既有利益平衡制度的挑战。“十四五”时期，是乘势而上打造人工

智能技术知识产权新优势的关键机遇期，与人工智能技术发展水平相

国家/

区域 
输入数据训练使用方面 输出内容著作权保护方面 

美国 

·举行听证会讨论 

·根据现行知识产权法律，

“合理使用”四要件存在灵活

的裁量空间。 

·作品的可著作权性是讨论重点 

·若用户对于输出内容不具有创造性

贡献（投入/干预）和控制，则不应获

得著作权保护 

·人工智能不能成为作者 

日本 

·不是为了侵占权利人表达

的思想或感受，不损害著作

权人利益，即构成合理使

用。 

·用户创造性意图+创造性贡献+创造

性表达想法/感受，可以获得著作权保

护 

·适用与现有著作权侵权相同的标准 

欧盟 

·以科学研究为目的的文本

和数据挖掘例外 

·“文本和数据挖掘”例

外，作者默示许可+选择性退

出默示许可 

 

·彻底记录任何用于训练 AI 系统如何生成类似于人类作品的文本、

图像、视频和音乐的著作权材料 （人工智能法案） 

中国 

·国家网信办联合七部门发

布的《生成式人工智能服务

管理暂行办法》已施行，其

中第四条第三项、第七条第

二项要求在使用生成式人工

智能的过程中必须尊重知识

产权、不得侵害他人依法享

有的知识产权。 

·人工智能生成内容的形式决定了独

创性判断标准的差异，强调人对作品

的参与程度。 

·需要进一步判定使用人对人工智能

生成物主张权利针对的是思想还是表

达 
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适应的人工智能知识产权治理需要不断构建完善，为人工智能产业高

质量发展提供关键支撑。 

（一）完善治理理念 

在治理理念方面，平衡著作权权利人、大模型经营者和社会公共

利益的权利要求。人工智能知识产权治理牵涉到多个利益主体，需要

综合考虑多方的权利与义务。首先，回应著作权权利人获得合理的报

酬和著作权保护的呼声。在前人工智能时代，著作权作者是著作权的

主体。在人工智能时代，著作权作者是人工智能创作的源泉。算法生

成的内容正逐渐模糊创作的边界，因此需要明确知识产权的归属。通

过建立透明的权益分配机制，确保创作者在人工智能创作中获得公正

的回报，不仅能够激励创新，也有助于保护著作权权利人的创作积极

性。其次，降低大模型经营者的知识产权风险。大模型经营者是科技

进步和创新发展技术的主体。只有通过鼓励投入，支持技术进步探索，

人工智能大模型才能提高性能和智能化水平，构建一个互利共赢的人

工智能生态系统，加速技术进步。因此，治理理念应该坚持鼓励技术

发展。同时，大模型经营者作为人工智能技术的关键推动者，应当积

极采取措施，建立著作权合规框架和保护机制，确保数据和算法的合

法使用，防范知识产权侵权行为，确保在发展过程中对知识产权的尊

重，才能化解知识产权风险。最后，促进社会的知识普惠与文化创新

的共同繁荣。人工智能的发展不应该仅仅服务于少数人或企业，可以

坚持知识普惠的理念，确保人民群众受益于人工智能的应用，最大化

人工智能技术对社会的积极影响，促进科技发展造福更广泛的群体。
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在推动知识共享的同时，利用人工智能强大的创造力，可以创作更多

文化作品，创造文化消费场景，提供文化增长新动能，促进文化产业

进一步繁荣。 

（二）健全治理规则 

一是主动明晰数据训练的合理使用规则。受人工智能生成物对现

有知识产权保护制度的冲击，全球人工智能产业都在进入产业发展和

产权保护的二元博弈。从著作权法的发展历程来看，从文字艺术作品

到影视作品，其保护的客体和权利内容的范围也随着技术的更新逐渐

扩大。针对人工智能对于输入端数据训练的合理使用，应积极主动确

立法律配套规则。推动政策引导企业对数据进行合规使用，推动知识

产权法律规则完善是必然之举，主动强化现有数据训练法律规则与知

识产权法律的对接和融合。因此，当前著作权法更应积极主动跟上技

术更新节奏，加入数据训练的著作权豁免条款，可以借鉴日本“非欣

赏性原则”中针对机器学习的数据使用豁免，或者学习欧盟从“数据

挖掘”角度整体化解知识产权风险，加快相关规范确立的进程。二是

加快人工智能生成物保护范围的法律研究。以生成式人工智能对专利、

著作权产生的影响为主要对象，深入展开理论研究，讨论人工智能对

于权利人保护和网络空间运转产生的影响，利用司法判例、政策制定

等路径探索技术和法治的发展阶段和下一步继续发展的方向。研究生

成物在法律体系中的地位，制定规则明确生成物的责任，如损害赔偿

或者不良影响等。 
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（三）统筹治理主体

充分发挥各方主体参与，建立起综合、平衡、适应性强的人工智

能知识产权治理体系。一是提高行业组织和标准机构围绕内容生成产

业治理的内容质量，制定行业标准，推动行业联合研发著作权合规工

具。统一的生成式人工智能标识或者水印可以降低开发成本、产品生

产成本和内容风险，确保行业在技术和商业层面能够健康、可持续地

发展。二是鼓励企业主体和开发者参与著作权治理流程。企业可以开

发知识产权检测和内容可靠性工具，对生成内容采取机器审核、内容

分类分级等手段，加强内容的审核和把控，确保内容的真实性、合法

性和可靠性。主动对生成物的传播平台加强管理和监督，主动对生成

物显著标识，做到合规安全的运营。企业可以通过合同分配人工智能

作品的权利和义务，促进产业上下游的参与主体充分参与著作权的利

益分配。企业间可以就知识产权使用达成许可和合作协议，共享技术、

研发成果，加速产业创新和进步。三是倡导社会公众积极参与，普及

人工智能知识产权对社会的影响，确保治理体系符合公众期望，同时

尊重隐私和知识产权保护原则。普及人工智能技术常识，让公众更好

地了解人工智能技术的本质、应用和发展趋势，更好地理解和使用相

关技术和产品。提升公众的科技素养，使公众能够更好地理解和应对

科技变革带来的挑战和机遇。通过了解和掌握人工智能技术，公众可

以更好地发挥自身的创新能力，将人工智能技术应用到生活和工作中，

提高生产力和效率。 
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