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First, our scale. We have over 45,000 high-end NVIDIA
GPUs available on-demand in our fleet. It's not necessarily
the volume that makes this significant, but rather the access
it provides. Businesses rely on CoreWeave Cloud to run the
compute intensive workloads that allow them to deliver
client projects, hit deadlines, and accommodate end-user
demand. Having a partner like NVIDIA ensures that we're
able to provide the scale of resources that our clients need.
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Inflection

Along with its partners CoreWeave and NVIDIA, Inflection Al is building the
largest Al cluster in the world comprising 22,000 NVIDIA H100 Tensor
Core GPUs. In just over a year, Inflection Al has developed one of the most
sophisticated large language models in the market to enable people to
interact with Pi, your Personal Al (pi.ai), in the most simple, natural way and
receive fast, relevant and helpful information and advice.

® cohere

Through the partnership, Cohere will train, build, and deploy its generative Al models on OCI. OCl is
uniquely positioned to run Al workloads as it delivers the highest performance and lowest cost
GPU cluster technology, with scale of over 16K H100 GPUs per cluster, and very low latency and the
highest bandwidth RDMA network in the cloud. This will enable the acceleration of large language
models (LLM) training while simultaneously reducing the cost.

ANTHROP\C

Anthropic estimates its frontier model will require on the order of 10725 FLOPs,
or floating point operations — several orders of magnitude larger than even the
biggest models today. Of course, how this translates to computation time
depends on the speed and scale of the system doing the computation;
Anthropic implies (in the deck) it relies on clusters with “tens of thousands of
GPUs.”

&9 imbue

Models. We pretrain our own very large (>100B parameter) models,
optimized to perform well on internal reasoning benchmarks. Our latest

funding round lets us operate at a scale that few other companies are able to:
our ~10,000 H100 cluster lets us iterate rapidly on everything from training

data to architecture and reasoning mechanisms.
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Cerebras and G42 Unvell
World's Largest
Supercomputer for Al
Training with 4 exaFLOPs to

Fuel a New Era of Innovation

Launching today with its first of nine interconnected Al

supercomputers, the Condor Galaxy system will reach a combined

Al training capacity of 36 exaFLOPs

FT
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Global cloud service providers’ Al spending
As a % of total capex, 2023
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Total Synthesia videos generated per year
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190,392
—
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{ ':,\ synthesia 2020 data starts on 1 May. 2023 data stops on 1 Sept. StatEOf.al 2 02 3
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1249°B2ZHi, OpenAlfEEEE100{ZETRERFRIMRIEITTNEEE 7 RS HREE.
WS, ZARIEEEREBTE.
XSAFESR? KINETA?

OpenAl Passes $1 Billion Revenue Pace OpenArI’s Losses Doubled to $540 Million
as Big Companies Boost Al Spending as It Developed ChatGPT

m By Amir Efrati and Aaron Holmes _a‘,:‘ By Erin Woo and Amir Efrati
“r
Aug. 29, 2023 3:58 PM DT May 4, 2023 1:11 21 PDT - Comments by losh Bersin, Brian Shilhavy, and 7 others
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EZChatGPTRIRE: B a3HM, ChegglEfERiE

CheggR—REARFAEHHNAR, EFTFEFENFZIMFEIMR, EChatGPTAYEHZEIE
8l. Z2EE2023F5AFT: "SELFFE, HiNZBEDChatGPTHEAIFMAIEIKAIIBRET,
FAEEABFEMATHE. " [ CheggRGIF A HIREIFILRIZRIFEE TR FChatGPT,
&R, CheggRIBRNFRERE 40%. {£2023F8HFAETHVHREIERINLE, Chegg®R:: "HIEE
IR EERFIAA IS REIFNAZIERS. " MIEESScale AISIEFESEAGRARIESIRE.

Summary > Chegg Inc

Market ¢
Building and Owning our own Large Language Models
1071 usb * Enhances our competitive moat, lowers our costs, and allows us

4.70 (-57.85%) + year to date to train the models specifically for education (1] imetmoncorurir  JCY o ramim e
1347 EDT - Disclaimer * Leverages our billions of pieces of proprietary content
YiD 5 5Y Ma * 150k subject matter experts help train the models and support
— accuracy in our generative experience
= We expect a significantly enhanced learning experience over
generic models and tremendous value for Chegg

\ “We believe this is an existential
LWL change.” Accelerated Timeline
A A AT gy i i
| oy whow. <yesc 219 * Our partnership with Scale Al will allow us to accelerate our
lvxw\/A\ RSOy ability to deliver the new Chegg experience starting in the fall
. and rolling out over the course of the next two semesters.
* The experience will include a simple conversational user
interface, personalized learning pathways, more in-depth
Open 10.37 Mkt cap 1248 COP acorn o content, and the ability to transform content into innovative

High P/E ratio .57 52-wk high 30.05 study tools, such as practice tests, study guides, and flash cards.

T stateof.ai 2023
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Stack OverflowfE A TEeEREIZ BIHR E S MIRIZERBMAIBRSE. ZMEEETFChatGPTHYRET
MmESRaiRk, SEIEFLEEEStack Overflow &7 ChatGPTAEREAISIA,

stackoverflow website traffic Stack Overflow vs. ChatGPT and GitHub
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N\'a‘% W el ot Ty e @\e‘% W R ot Ty e N\@‘! )\\\je ‘@ee “\\ae'b“ 09(‘&\\!\3‘0
569 \\\0\l ¥
@ chatopenai.com @ github.com @ stackoverflow.com

Left figure credit: Andre Retterath StatEOf.ai 2 02 3
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Your Al pair programmer
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ChatGPTHERASIE~H

FEEBTH—IRFARZISRIWS: ChatGPTEIMFEE, 1$3I2XF "PREWSE" . tHRFHE, 5
YIERLAELL, EFEChatGPTEI':IEVF%WEE{I%H@IHTIEWEU"T4O%, mibERIRES 718%.

A Time Taken Decreases B Average Grades Increase
35 5.2
Treatment Effect: -0.75 SDs —#&— Treated
95% CI: [-0.55, -0.95] —-8-- Control

N
o0

Treatment Effect: 0.41 SDs
30 .81 95% CI: [0.23, 0.59]
251 \ % 1 J

201 47
—A— Treated N 1 TTTTmmmee—-- %

i —-8-- Control 3.6

Mean Grade
F N
FS

Self-Reported Time Spent (Minutes)

Pre-Treatment Post-Treatment Pre-Treatment Post-Treatment
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HileKaiHEEYWARSEFPXRINBAHTENNELR B, A16z3ziFMICharacter. AIEET
1.5{ZEchIARRNE, EELENBIERZEI, BEMIGRIABRSXE2(Z:X. BliIiNTSHEER
B—pian, SiEBEESEZIRx TR ABER, BRIIEER TEULAECE LB, BHilS
ZEIAPYEINNSAEEBREIRS, 208 HEESRTHNSNPEERENEG RIS
I Z [T,

Replika users fell in love with their Al chatbot

companions. Then they lost them o
Al chatbot company Replika restores

erotic roleplay for some users

v Anna Tong

The Al The Al The Al
companion fcompanion companion
who cares who who cares

Fascist chatbots are running wild on
Character.Al
TI'he world’s second-biggest Al chat service is a hotbed of hateful anc

stateof.ai 2023



RER | 17 | B | BER | =L | Tl | =T #stateofai | 30

XAZEFRIMRT: RFRIREI, BSILLERE

£2022¢FfEStable Diffusionh&ZhMsEHRIEAI—F2ZE, MidjourneyFiStability{BATEARERPLHE
iIR9REL, REEXFIBGEHLEMFRMEIE, OpenAliRR%&T TS HLERIFAINFEIEIRIRE
DALL-E 3, &Bi&IdeogramiXHFRIFTHAE, Z2FRIEIIEA R AT IMmagentIF R E—ItHiIAIEE!
IFASHS. SR, BTERITERPEETTANNFIBIFIRENER, REEEAdobefY
Firefly, Photoroom&ZEDiscord,

o MidjourneyfIINTE20225-3BMRR (BHFEMEN) BEixEI1005
570, FUTE20235F%A512{235t. HREFHEM2005EtIEKE
148075, BEFERIZ, MidjourneysEpkftDiscord, FAFRILATE
DiscordR5358 4R E&. 1#EDiscordfR, EHBEET300085 AEE
RS EFERA TSN ARERF, I TH8IE 102N ES,

o L INERKFRIBANEENISIATIPhotoroom#FE~, MEE2EMIEHE
R ATERERS, ZATEYEANBENKRANTBRHES T —S.

Midjourney v5.2 Ideogram v0.1

stateof.ai 2023
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(BEEGenAlfIFIEAR (RIHBIALL) AERLLLEHRETE...

5YouTube, Instagram, TiktoksiWhatsAppEFeRZiBAIRERAMELL, ChatGPT, Runwayzk
Character.aiZGenAlRFHRIFEII B FZEF BB KB P EUBIARIR.

One Month Retention DAU/MAU
Incumbents Incumbents
- =z IS
63% Median Al-First Companies
Al-First Companies _ e
_ % - 14%
14% Medi

Figure credit: Sequoia Capital StatEOf.al 2 02 3
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202250 —REZNAPERATMIES—RE Q2B RABIFREE, A%
ATHEREE(IROpenAl—F), RFEMIIEHEL#TIIS

2022£F108, $HScHIBRESIRIMIRMEFShutterstockE71§50penAlS{E, J$DALL-EIRFNHIRESINIZ
Eg, AEE202357H, ARLATDEET HHICENATIFIINY, ZihiiERIFOpenALIE
ShutterstockfBIER. SIS REELAR BT EBGIGAEXTENE. Sk, ShutterstockiF AZPIRIRA
TEEEISEWERNIEE. Z2TESMetaZi] 7 GenAIBRZBIFINY, XiXiEGenAIBIIGS
ShutterstockBIFEFXIF Getty ImagesHZpkEfABYIEL, EEIRZIRYIGenAl, X—MNETE20235F28%
Stability ABRERIRIUESUIRAARILAB LGS

NATURE OF ACTION
1. This case arises from Stability Al’s brazen infringement of Getty Images’
Shuﬁerstr.'cku intellectual property on a staggering scale. Upon information and belief, Stability AI has copied
more than 12 million photographs from Getty Images’ collection, along with the associated
+ VS. captions and metadata, without permission from or compensation to Getty Images, as part of its
O A I efforts to build a competing business. As part of its unlawful scheme, Stability Al has removed
@ p e n or altered Getty Images’ copyright management information, provided false copyright

stateof.ai 2023

management information, and infringed Getty Images’ famous trademarks.
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202250 —REZNAPERATMIES—RE Q2B RABIFREE, A%
ATHEREE(IROpenAl—F), RFEMIIEHEL#TIIS

2023£F7H, OpenAlFISEEALIERS TFaIHY, FIFaRsBIREEA L E1985FLARAIFRIDNS. SItFRRT,
XEr ISR E0penAlIRAHI~REWHHR, PURREMIINA. REXIKLSBETAEIESHEENNAE
F. (EeB&FAA LSRRG RFEERNCHEIIHENFSESHEREE.

AP, Open Al agree to share select news content and
technology in new collaboration

July 13,2023

¥y 0 in =

The Associated Press and OpenAl have reached an agreement to share access
to select news content and technology as they examine potential use cases

for generative Al in news products and services.

stateof.ai 2023
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XEERFL T AT EREERPABTAESHRIRURIFRIF S, BEENE—1MXTFEHE
{ERRYSSH!

—HREEMXERER T —IIKHEENETY, BIRNFIPEEAXMEERD. A LFE6N, BEE

BISCHIIRE T BB E R,

o SEEEMENIS XA AR A 7 #iF55-2=4) ( Stephen Thaler ) BYFESK, BI20125FA9E G (il
B201) (BE)VESRINRIF.

o XEIRNBERRHEN, MEATEEMSRNNENFW, HRMTH
RUNRGES, BEXE, MK, WEE. e, HIZARREFE
BAKEE, NRAEFFEEEATERNERSDS.

o XHEMESRINEEIEMRRZE, H2023FE5831981FEEFHGMRINZE
RIBGR, KERSERNMA T —HERY. B saIees, metan
PREIBERTRY "4t . XIRATBEESMRE |G AR EBETZ
AmBYTAEERE LEEXE.

stateof.ai 2023
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(BEZSANEEERE, RIBRINAISREHLELREE

PAEEXFHEIG LR FHENRMSIEEREFIEE#TT. SAXLEQRERMEIIENSLAFEERESIEH

H, (BEERFPMTEETRIE.

o Getty ImagestEEEFNEEEIRFStability, FREENBCKEFES TEHEHKER, EoaEmibr T i
=&, FHEisStable Diffusion4E s HIEIRHHE Getty Images/KEDAUERMRA.,

e OpenAlfiMetalFHEIGFIA, FIRAEERNPBEHChatGPTHILLaMaBET)IIE0EE. BIRE, (HAN
AR Y IEEEXTOpenABRERURIIFIA. =B S ARFKIETERIFStability, DeviantArtdIMidjourney,
N=FRANEMERMIBNERE) B GREREE, WMl "BNLATEER" .

o WEBMIENNATIEIRISIERR, EXRIEMEEAEFEE; I AX—HB200HIEwEE. REED
BV R, BEATERERNE, EMiREURHRIREE T GEEE AR R E (X T 58
AR EEBHM)

o fERBLE M Copilot TERIBFRIE, MNRBIHARINERE, A aEFEBEHTERXE,

stateof.ai 2023
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MiFERRYF

EEIESHIBFIRLHFR AGRIRAFYHESIEBRIENAGZL, IREIRZRSI 2T, WScale AlfISurge HQ,
BN KBLESIREARIERRTHRIREIENNIEK. ARATDEZIFSANRFZANZREE, MA TSR
IS 2ARERBEEIER, BRIABIESERARKMIERRIMSSEIEZE, Scale Al E—IR{&{EH73(ZETEE
2021€F, &E47EStable DiffusionfIChatGPTIEEIZ i,

’ surge”

We power the world’s leading RLHF LLMs. = OpenAl Names Scale as

Preferred Partner to Fine-Tune

s e i o5y e GPT-35
\ > "’ by The Scale Team on August 24, 2023

Al2 (§ seantord QMeta EnNvyu Berkeley # SN oo

@ openAT Adept

stateof.ai 2023
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EIEEENAEA TEEEZA, FRAISRIEEENLRE

Hugging Face2—xXRXEMIZ7F2E, BRISEFEFELIRFREAIS LG, MEHXFBILRE
AT LABEA TEEHSBEEERNZEE, Hugging Face IETE GiElgK, XN, #8i31300/ME

BIIR3cEHugging FaceRIA MU KBLESIZEHEITHEE (Open LLM Leaderboard) , {X7£2023£8HF
BiBiT6(ZREBI T, XLHEEEHEHGradiosStreamlit®& T B9 RIMLEN BIEFER{ESpaces L,

2SO ZAANBREIRERBEIE,. GradiofIBIERKAFEIEIK TS5, M1273 (201351 B)IEKE58

73 (2013£E8H).
B Jan '23 W Aug '23 310k

115k 109k

60k
17k 16k
=

Datasets Spaces Models stateof.ai 2023
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B— KB E SRR KIRTF ARSI KBIESIREY?
DatabrickslPA13{ZEmAINMSIIE T MosaicML, FEEIEEY (BugERtiE) BeABRIESIEE. KE
AR NTHRAHBIE—EAER, MERTF—AHIRIEWEIESISEISIIGHNEWIEE,

o WA, MosaicERT S AHNSFZINITERAN, WWNEFRLMET 55T (tbRFRRI8(Z)8IR%
A$Zi)|Stable Diffusion, DIRIGFZEESK EFTFXIKERSOTA LLMs,

o XERZREAEMIAATEITXEEHEHN— MRS EEERZ,

o Snowflaketh EEHIERR: SiMikAzure—ie, MIEFIEMHOpenAIREEIRTSHEIR,

< databricks N\ mosaic™

stateof.ai 2023
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FWABHIE R DB TEEEEEE—E AT RIBEFIRC

MRNAZEH NS EBioNTechLAS{ZHEERINMEINE T AT HEE A E]InstaDeep, MEFHIFEALEGEL

“MiE—H" . XS5 AIEeEE—HIZE2BExscientiaiXpk 7 MEmSIX6.7MZETIFNE S, MEIFIES
Verge Genomicsiipl T HERIA8.4ZETAIZES.

.
Press Release sanorl SIONT=CH PlinstaDeep™

Sanofi “all in” on artificial intelligence and data science to
speed breakthroughs for patients

Paul Hudson

CEO, Sanofi

“Our ambition is to become the first pharma company powered by artificial intelligence at scale,
giving our people tools and technologies that focus on insights and allow them to make better
everyday decisions. The use of artificial intelligence and data science already support our teams’
efforts in areas such as accelerating drug discovery, enhanced clinical trial design, and improving
manufacturing and supply of medicines and vaccines. We have just scratched the surface as to
how we embrace these disruptive technologies to achieve our ambition of transforming the
practice of medicine.”

Zeneca Rare Disease has entered a multi-targel partnership agrecment

Exscientia Announces Al Drug Discovery A -

with Verge Genomics to detect new drug ts for rare neurodegenerative and

Collaboration with Merck KGaA, Darmstadt, Germany neuromuscular ailments leveraging artificial intelligence (Al)

As per the four-year deal, Alexion will make upfront, equity and near-term payments of up

to $42m to Verge.
Collaboration will leverage Exscientia's precision ¢

Verge is entitled to receive a total of $840m in milestone payments under the agreement,

apart from potential downstream royalty payments.
Exscientia s eligible to receive up to $674 million in sed milestones

egulatory a

three projects, In addition to

Under the partnership, the parties will utilise the CONVERGE full-stack platform of Verge

113 million of potentia

" . £ that merges predictive human tissue datasets with machine learning for identifying new
ne payme se, with $20 million upfront at initiation for !

targets with an increased clinical success potential

stateof.ai 2023
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RIEEIRMBERT, BIEEE "5k

{EE(B XS MRecursion PharmaceuticalsiziE50005 IR, BEAIRINYKMHA 780%, hiE
18hN10{ZET. XHFERIRMFRIDT A TE e EGREE,

Share-price performance

225%

s NVIDIA Corp. Jul 12,2023 195.2%

N 2 = NVIDIA Corp.
175 // W
N /\/\\/
150 {]
125 ‘
100 )
ANV
75 NN
50 n f\/‘f\f‘ W Recursion Pharmaceuticals Inc.
AR
25 A

stateof.ai 2023
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DeepMindZXEH, W5 EGoogle DeepMind 2.0!
AT ERESRIEAEDeepMindfE5Google Brain§HiE, MELTFAIMEERTNA TEsEME RITRIBIE.

2010 2014 2015

™

-

DEEPMIND

2023

oeo
cm> Company

Announcing Google DeepMind

April 20, 2023
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EEES IS5 §DeepSpeech 2: RHIMAIRINYE “HHLEE"

20155, BEMEAALSRELEN=EH T — 1 eindlisflETFREZIMETIRAIRS. XM TIER
A T ATEFRFERTRKEINARETE: "B ENREERIITHPCEARRNNE, HEELCLRIRNRS
RET7E. SEvESURE LHTEENZR, FIIMNERSAXITIEENERBLEERS . " X8
E—LEEERI2017HEN ANER FEREZIFEHETTUNNY BT "EHiER" NEHENHE, XLk
WHESIEE A IS KEZFNERI IR ATE . 152 DeepSpeech 2B R AR ERL HMSCAINZEFS
NERIGIEATCEO, R OESEEFBRIUHAYES].

0
N Meta 7

Deep Speech 2: End-to-End Speech Recognition in

English and Mandarin ‘Reka LAMINI

<2 NVIDIA.
Baidu Research - Silicon Valley AT Lab*
Dario Amodei, Rishita Anubhai, Eric Battenberg, Carl Case, Jared Casper, Bryan Catanzaro,
Jingdong Chen. Mike Chrzanowski, Adam Coates,Greg Diamos: Erich Elsen.|Jesse Engel. A D E P T A\
Linxi Fan, Christopher Fougner, Tony Han, Awni Hannun, Billy Jun, Patrick LeGresley,
Libby Lin, Sharan Narang. Andrew Ng, Sherjil Ozair, Ryan Prenger. Jonathan Raiman,
Sanjeev Satheesh, David Seetapun, Shubho Sengupta, Yi Wang, Zhigian Wang, Chong Wang.

Figure 2: Learning curve and model size results and trends for word language models. Bo Xiao, Dani Yogatama, Jun Zhan, Zhenyao Zhu t t f .
stateof.ai 2023

ining Data Set Se. Milkons of Words (Log-scale)
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=218 (Attention Is All You Need) (Transformer) RIS 25E)
IFBIPAGHRBEIREMIIR, SiteERA1HZ=rT

NBEF TransformeriZ MBI BIEEICXHFIBIEESHEF 7R, FiEZESHENLAE].
Transformer“ 2" IES! Capital raised in 2023 alone

Attention Is All You Need $10.3B

ex-ADEPT exADEPT ADEPT $350M

Ashish Vaswani* Noam Shazeer* Niki Parmar* Jakob Uszkoreit* b= C O h e I e $ 2 7 OM

Google Brain Google Brain Google Research Google Research
avaswani@google.com noam@google.com nikip@google.com usz@google.com

RQ o Llion Jones* Aidan N. Gomez"* Lukasz Kaiser* @ $ 150M

R Google Research University of Toronto Google Brain
Q@ sakana.gitlion@google.com aidan@cs.toronto.edu lukaszkaiser@google.com

$100M

Illia Polosukhin* * —_— NEAR
4 COhere illia.polosukhin@gmail.com N

stateof.ai 2023
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HilZEiiEFIGenAl

GAIA-12HWayve hBENSHWALNEHIZSEHRIER L FRIZE, SRIAMM. XFMEERARE
RREZENZERIZS, HRENBERERITAMBRISERFBARES. BXhIGEZIMIBRAIETAED
NIRRT R S A EDSRIRZIRIERIERED), (EREAA—MIEXRIMEIRIEE, TRFIISIGE
BRI ZSIMREL.

WAYVE stateof.ai 2023
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Bl SIEMFIEEIT EEmiIkt

Waymo#ICruiseBiK/EEIHE LA ZER2XRIZE N ERIRS. LiBl, RESEINEFRETINERN, (J%
REABIEE. (BHNREEH: AMREARE, Cruise T AZBHEHINMNNUE)

o XEHMEWHI—PMEARNZ. INAHENFZFRSAIRE
B—ZVEFRRE—, XEHOER T T R4 3RS,
WaymoEE#1TETekendra MawakanaZs, 1%Fa “tx
SEHITIEELUBILEENEIEFS" .

o XM, BAZREBAERSEXN T REZEFIDRIVESE
igBxEIL. Waymoft7 BIEEE 7 I B ~EEHR
55, MEMAT (BlalAurora) NIEEMRLSTHIZEALEE,

e HI Argo Al SRS AR Z T BaE##IeIAF Stack AV, iz
BINIIRIRIE T 10 {23=5ThY A RS,

W cruise & stateof.ai 2023
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“GenAl” By “#h" ¥ ATHEIRSENTF2022FE2REMN, HGenAlJKE)

2023€F FHEFIHERAA TEHEECIN A TRNRTENF 52022 EEFIFE. ... MRIGEEFBAGenAl, EiF
AT ERIREELLEETIF40%, MAELILATRRTESE54%,. PREHENRREIEL, AEEH
o RiEBHAFHIMEAMRS (qqtech) , ES “Al2023" BEIRENPDFAR.

Worldwide investment in startups & scaleups using Al by roun d size Worldwide investment in startups & scaleups using Al vs Generative Al
0-$1M (Pre-Seed) $1M - $4M (Seed) $4M - $15M (Series A) $15M - $40M (Series B) B Al - without generative Al [l Generative Al
$40M - $100M (Series C) $100M - $250M $250M+ projected
$1198
$ 1
|
$798
$ $728
$72 $668 648
$58 I i |
s $57 | |
$498
P $45|
§ $! |
$ $1 ‘ |

m dealroom.co  Data as of 29 Sept 2023 stateof.ai 2023
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BiZhiE: ERAISENIABH LGNSR ME

20215 fE, EHRABMBETET=532—, BIEEIKRE, MIAVEHIBGERSRE, FKRLMTE. BS
SRR, 2023FIREEMRS50055E50%09i%azM “CEL" #ER): FER. fUIK. HEFX, Alphabet,
Meta, $SHRRAITESE. CliIMEATEEMENEZRNDIZEE.

Combined EV of privately owned startups & scaleups using Al by launch year, worldwide Combined EV of public startups & scaleups using Al by launch year, worldwide
B 1900- 1990 1990 - 1995 1995 - 2000 2000 - 2005 2005-2010 2010-2015 Il 1%00- 1990 1990 - 1995 1995 - 2000 2000 - 200
AT 2015- 2023
o $21 $8T
s§7T
$21
$6T
$5T
T
$4T
$9268
sar
$6918
krag
$4628
$3368
$2428 sssp S48 $9078
$1328 S403B
sup Sase $eap 51028 $1328 $2008 $3

m dealroom.co  Data as of 29 Sept 2023 stateof.ai 2023
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2023, KEATHELABRRN Y 2ER70%MFAAEE, F5F2022Fr955%
WMEEMRERAATEEADMRERALRE, THRMA LS DS FET70%IAL,

Al investment by Geography

B United States [Jl] EU-27, Switzerland & Norway United Kingdom China Rest of the World

$119B

$798B

2011 2013 2015 2017 2019 2021 2023

m dealroom.co  Data as of 29 Sept 2023 stateof.ai 2023
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XEARAENHSHEFRITRT, PETREERMEHS

M2022FFE: EERYIEASEHEMN292MEMNFI3154, RILSINMEMA6(ZETIBINZESZET. KEY
my3tpaEasE, BRI fEN2070{Z5E5xEYTE]1550{25%7T.

Cumulative number of Al unicorns by country Cumulative enterprise value of Al unicorns by country

us I, 315 us I, $5oT

China NN 70 China [N $1.37
uk Il 27 UK [ $155.0B
Israel | 14 Israel | $43.7B

Germany | $44.7B
Canada | $13.8B
Switzerland | $13.1B
Singapore | $36.4B
India | $25.4B
France | $15.7B

Germany ] 12
Canada | 9
Switzerland ] 6
Singapore | 5
India | 7
France ] 8

stateof.ai 2023
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IR, EREHRHIETFREREIXIBZRSHA T HEESRA!

2010-23EETEFATESE  2022-234F A TEERIRES AT EEAISI AT G356 2022-23FF AT 58k
KB = [=Pa1n4 KM RE

— e, S I S B ¢

ervargrse sottware otk
% o - = . T T T =~
o - o e - ——
ot oo — ¢
otics _- $538 Auany; ns wansportation §740
too¢ [ = oz 100 ™
) T R — T
securty (Y s s secrunveort [ <+ securry [N 5123
~e: [ 7 ansponason [ mects Y $220
auctors [ 220 semcsnuctors [ oot ecate [N 210
e S 19 . —
» B 57 rears [ oo [ e
wson [ 5150 e e ] 7 ming [ 8128
wavet [ 118 o [N edvcaton [ 5120
et [ 8110 o I < oeee [ $108
......... T reut estore NN <~ B st08
[ EY « [ = e 98
sl 570 7N s [ ss0
o [l o v I
oce [ s48 e [ 8
orte [ s48 foos [N «
a0 30 tastion [ +
stion 838 SN
o 538 vt tec ([N
o | sarem ! os beory [N
e s T
Q3m 0|7 auin; [ 2

m dealroom.co  Data as of 14 Sept 2023 stateof.ai 2023



RER | 17 | B | BER | =L | Tl | =T #stateofai | 51

REIPOE2023F 5, (BHMHIAMEEIRITIRN

5202219985 4HLL, [T —L@idSPACETHIIAE (MArrival, Roadzen, Triller) 2%, i8BAXZ

BIXFBIBES. A, BILAKREREE:
MosaicML + Databricks(13{Z3€5t), Casetext + Thomson Reuters (6.5{237t), LAKInstaDeep +

BioNTech (5{ZEX7T).

2017 2019 2021 2023

Number of exits amongst companies using Al, worldwide

Buyout IPO SPAC IPO [ Acquisition projected

stateof.ai 2023

m dealroom.co Data as of 19 Sept 2023
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2023624 %M B RIRIREBAA TEEEAT

2023£F, RWEHIBREERERGenAl, BliJIEXIEATHELABMMSERILAL50%, RRFATLE
BEIRRARIRRE (2022479290255t 20235F8220{Z%5T) .

Corporate Investment in startups and scaleups Al vs non Al

Il A1 [ Non Al

$354B

$1458 $149B

2010 2012 2014 2016 2018 2020 2022

m dealroom.co  Data as of 19 Sept 2023 stateof.ai 2023
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2023 GenAlRHEXIEIEHN
GenAl (4RXATELE) ARRSITASES,

Global Generative Al VC investment
$18B

$3.9B
$1.7B $3.6B

$1.1B

=
2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022 2023

$950M (2010-18 combined)

m dealroom.co  Data as of 2 Oct 2023 stateof.ai 2023



XES | 17 | AR | BER | 22 | 7ol | =F #stateofai | 54

E5IBLEGenAl F1E: (E2023FFRITE 7 180{2ET!

KBUMSIRGIESLSR, B "Bt =% "aih" S A, XLLARHERBUGSER, IBUERITEEDE
NGAHNERSR, XA OIRERICSERZEM: CoreWeaveEE T23(ZETHIESERES (AR
SEMESEGPU,

Generative Al VC investment by stage

B $0-1m (Pre Seed) $1-4m (Seed) $4-15m (Series A) $15-40m (Series B) $40-100m (Series C) $100-250m (Mega rounds)
$250m+ (Mega+)

$17.88

$3.68 $3.98

$1.98
$1.18

$126.8M $245.2M $368.3M

m dealroom.co  Data as of 2 Oct 2023 stateof.ai 2023
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2022FF: FEEEXES—RAGIALPEIZ IR

REAHIENELIH AR, TEEAIEEGMEIRS ST TR, aF:
a)ISERAAFIATA TEEEHLEAE,

b)Ei RS HIGPUSIRILES,

IRy T EE 5.

Select investments GPU cloud providers Industry verticals

w Recursion (drug discovery) @ CoreWeave BioNeMo: GenAl cloud

service in drug discovery.

=
L » Synthesia (video generation)
-"
Lz:da Lambda "4 Picasso: GenAl cloud
@ Conere (LLMs) Lﬁ service for visual design.

ADEPT Adept (process automation) % Omniverse: digital twins

' of the world.

stateof.ai 2023
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E—ERSIATEPMATEERSEEENHR, LEIREIWTFEOH
Goperal T~ RS

ANTHROP\C oot adWs

&%~ Megaround
Inflectlon $138

Series C

® cohere $270M

Series D
$235M

w Hugging Face

08 runway ¢
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GenAlREIE2023FE5 1 33%MNABEMF, RFBHICIATIAI130%(S

L HREFEHEMEREA IS EiY, EHMAFTHAEEH.
CEBTRHREARS (qqtech) , EIE "Al2023" ARZEFRENAIREPDFAR, )

Series Seed median round sizes Series A median round sizes
B Generative Al W All B Generative Al W All
$16M
$4M $4M $13M
$3M $3M $3M $11M $11M
S7M S7M
II II I I i I I l
2020 2021 2022 2023 2020 2021 2022 2023

E dealroom.co  Data as of 19 Sept 2023 stateof.ai 2023
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GPT-4fa=iitt, FMFABIABIESIEE, EBRESA

GPT-42O0penAlRFIIABIESIEE., SANFHGPT-3IRHBERFELL, GPT-4RSIESKENESIE
B BEEXA%, BiESEGRIS; RTHMIEEZr, SETLUEFEREGERXSE. BLHILETXIK
E781924 token, {EHIANURAHESEED ¥ ZRIRIFAIGPT-3.5, 59X, BEARLHFI%, G 7 XLE
FiHEAR, GPT-AREHEFRELTE, TUFHUNERBEMAEDNATISEHITEE.

Exam results (ordered by GPT-3.5 performance )

Estimated parcentits lower bound (among tost takers)

e OpenAIMYERHHBAESIERE L, MEESEIRHEALNEL
(a072)5%&i8,. GRE. Leetcode) EXGPT-4i#1T7 £miHd.

o GPT-4ERIFNEIE, TR T —GPT-3.5GEBRIVES, thing—
#mEN, GPT-4M9%E90%, MGPT-3.5M0%8E10%, FEASEHIE
o, EINAIMTEAERER/NIEM, BEeXNEBABRKAVE.

o OpenABREFR, REGPT-HMPAZRNLITHNEM, BENTIEESTEIEE
t AT BFATEEREMERN) , BHZAISRIFNIChatGPTIREAIIE . »elRERRRARRE
REH40%, LR LR ATRRANY

-]
Exam %

G stateof.ai 2023
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{EChatGPTRRINAUERN T, AXRRIRIEICFS (RLHF) pAMVP

EEENRLEDS (THRS$100:) , EiBBAT InstructGPTR{EAMA X RIFEMSFST (RLHF) 0T
HBEIOpenAlYiEEIELZ 2, WAFEAEN. REF—2/MIRE, ChatGPTRIRKLIER T X ARTEXH
2 ERYRI1TTE.
® RLHFEZRAZXIEEFNINESRE G AT, (EFXLHFRZEIN S
IR, /s RBIFE ISR EHE =S =2, ~ HIrala
PUBHIZI20175, AFTOpenAlfiDeepMindfIifF A RIGE N R T AtariiiExka9yI4k
REMNEMECZESINEH.
o RLHFIIfER&ITHAITABUESRERINAIZL, TEEBL AR N FAEFIZITRIA
BNESER, HepgiFAnthropicAdClaude, AERAIBard, MetafiLLaMa-2-chat,
LIRIEFOpenAlfChatGPT,
® RLHFESRERASSIRESHAHITIHEFIHES , AR RFHI TR, XES
XA, BRBARL. XIEERRARSHENR.

Typical steps of RLHF, which follow an initial step of supervised fine-
tuning of a pre-trained language model, e.g. GPT-3.

stateof.ai 2023

1 We will cover other issues of RLHF in the Safety section.
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BRI EEXRYEEESRENERFRE, HERLHFIMI{AZRES
(ERFNARARRE, REEA. FEMEDNARIESHEINEN ) EARESHETREE, &
SEUSRERH LS AR, BEEEFERRRINSE.

o MRARGE T —RIWARX/NIFIIGAENESER, FRIEARHERNEIEHRIT )4, BRI\, &
EERERAE T, FRESHRMNEIECR ESRERENRE. RiIk, BEAREEZmTERRNETE.

o BUFERREXIMEARENNER, FEIAMN
IZBE S REEIFRITN) 4R, AR EZRIER
MEHRHITISTRIEZE,

o EAARIER, RLIHMUFSRERGFE. SdF =
HHTHRIAR, MetatARAREMEAIALLaMa-
A0 APBHEL: H A TES A E
HETFEET, IFUHERLS TS PN S TS
HrtppIE5rE, MIRA_LEARLHFIRERT,

35
30

=25

10

© Berkeley

Natural Questions 3-Shot Crowdworker Evaluation

o~ S

= = | LaMA-13B
=@~ Imitation Model

@
o

(o2}
o

= ChatGPT (%)
Fy
o

A 20
== = ChatGPT

- = || aMA-13B
=@- Imitation Model (13B)

25 50 75 100
Amount of Imitation Data (Millions of Tokens)
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BRfERNLL, TARARNGFHESHEARLHFR AT BEGE

EChatGPTZ 5, WEZSEREFRBIEXFE—NMEE: HiRESCEIROpenAIXBRIESIEE—HHaXMZLARE, mERE
ERIERIL AR IEE?

o Anthropic AATERERIRFRE TEAEES, HIIBELZEETITIL.

Instruction: How to write a code for converting
degrees fahrenheit to celsius.
Input: Null

o T (IHANAREMTHE) (LIMA: Less Is More for Alignment) , MetaZEgk{ER— |

def convert fahrenheit to_celsius(fahr):

£ (IB3ZHRI10001) FBORKIRIREE. RIENEEEBIATIME, LIMATE Roruen calstes

43%5(.]’[%5;%-':'—56PT_4Eﬁﬁ%ﬁ%bo Ir_xstrucr_ion: Write a letter from the perspective
Tnput: Mol
[ ) E «k?giﬁ%*ﬁ?gﬂl,\)\gﬁf%%» ( LLMS can Self—improve ) _YEP’ @-%E’\JEE%AE g:gu?é'v:nerl, I am writing to you today because I

1:ave a problem. You see, I’'ve been living with you

RO, ABIESHEATLIBT)IGECIF-HRIER. R, BRIESE—MELR, T | e peer e of veass) o 1 ove it nere.
XAMERT, REERBCES. MANEEER, FNEITERLIBEBESM, | Ol G
gﬁﬁﬁg%_lﬁjl1€%MetaEg «}E%@i%ﬁggﬁw;&>> ( Self_Alignment With ::stIy?:y*?iuc::d?z.u;:“n:i:tryndycvsu 0.".—'.}‘.(-1 ‘@'

. . couch, you push me away ...
Instruction Backtranslation. ) , :

Figure 1: Selected tasks from the generated instruction
— N N N N data using vanilla GPT3. Some texts are reformatted
o ,Hﬁ iE*EnEk?E{JEﬁ %AJ’EI'\@EFE%E _*EPT?— 7£ ! @EFHG PT'35§EEE}E%\*DE@H:I| ’ #ﬁ#&ﬁ MetaE"J for presentation. See Table 10 for more examples.
LLaMa-7B,

A QOMeta Google W @ PSU 5. a2 § stateof.ai 2023
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GPT-4EARIRELRSOTA LLMiARRIE G —E.-.....

OpenAlZET—dXFGPT-4a AR, BERILSHEEEIMHECIIGENEE, XIFEEAIEE
BREFIE., BFRAIPaLM-255 RiREHINMLEG, T (MOpenAlEIZHEKAY) Anthropici@BHE
ClaudetZBIEHEARS. MREHBARHIEIERME, IREHRE. XEEARHERELARS (qqtech)

@_willfalcon - 7h

EE A|2023 %ﬁﬁE!PDFHﬁ #  William Falcon ~ & @
& GPT-4 paper pen

® Ope nAl?'_a rXIVLEﬁE@G PT- 4}§7KTI§¢':F' %L %/—ﬁi./ﬁﬁszﬁ Let me save you the trouble:
FIGPT-4EARIRE I Z2EM, PIREREESETFEH (6%
L) . . V4T ;ﬁf EEIIE. G5, Za SR EHY GPT-4 Technical Report

ST, ..

BEEASR

V7 B o

o JANMKRMHEREARNPALM 28T, 1ZA \77_ Tﬁﬁ?ﬁ%ﬂlﬂ—%ﬁi =
NG H — 2 TTAEXTI LM

o EEZFNIEHIZEEMBREE ((RLUSEEEA), ERLEF
BHIN B ERER 7 WHERRIAHRAIASEIANL.

@ AY Google

stateof.ai 2023
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J&IELLaMafiJiAsEiX—iS %8

20235F2H, Metath 7T —FR5IFALLaMaliyiEsl, TR%H, Bliliifmt, RIS IELFIBaIEE
£ HIEREENRIEHIRE, MetaRR{I R AVFIARA RIZFBALLaMa , (BREREGHEFHER L2,

o LLaMa-1BIE(FERAEMTransformer, ZREGEET, EEIRXINAZINER
EIMACIM Y — 8N, RAt, “ZG—1765BS#EZEAT, [E1T89/€ e g
FEAE2048 A100 GPUFIBOGB RAM_FLAEA L3801 tokens/FL/GPU, IX&E  orrs 1758 8.4 455

BEEES1.4T tokensfy[E JHIEHEE LR T|4FEAL92TX, 7 88 579 123
o LLaMa- 11EBIMEEETGPT-3 (BIAEE, MARRInstructGPTASHY) , 3 sios 68t s
5DeepMindfyChinchillafI&HAIPaLMBEERFNZFE . e 165
o LLaMa-1FRAYRAER, BIETIHINEIMetalEABRUERRHER "FRE — Y™ 35 6

65B 67.9 51.6

BB, BREATTRLLaMa- 2R T ASEITRIK. T
able 0: €ading Comprenension. ero-shot accu-
racy.

0Q Meta stateof.ai 2023
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LLaMa5 | & 7 —1a K BHESIRBIRIAIN=RE

EMetakf 7 LLaMa-12/5, EfAEHEINAN T EBAENRARNESEENNERIEH., Ef—LiRamd,
#NMosaicMLAIMPT-30B, TII UAERJFalcon 40B , TogetherflyRedPajama , Eleuther A9Pythia , Sitt,

A, B—AEASIEERE, FIRRAS| NSRS DER T LLaMatuBINEA, FHSRMATHAT
WRIFIER. Mistral Alf07BREEYRAFD AL RN/ LR,

o (H5iXEHIZE, RedPajamafyBin2iBtHEHILLaMa-1, (FHEEFIE.
Falcon 40BkBABUES

BLESRERIFSSETII UAE, FHRR#FFIR. Falcon- Stanford £«
180B/53R#RT, (BEFIENE, BREXTRINONEIIG, FERE Alpaca @
TS,

o floRa (KEUESEREMIRMKBEN —RYIBEMIFALR) ESHE0ES
ERVEET, ESEEMNEFTRTIMEENA (SAEENX) FExL
FsTl) || R RBNE S

&8, —MiF2LMSysHVicuna, BILURIEChatGPT
IR P EEXEH TR,

! (0 $
Falcon 40B
e op i

el

P
Al maed s now raysity

'I@ K O apeer stateof.ai 2023
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LLaMa-2: gENsmiaE AREEIBEABLIESIRE?

2023fF7H, LLaMa-2R5HEE&ET, ST NFESMIABIERNF. LLaMa-2{58 1 F5LLaMa-14H
B, (BERESHBAMRLHF#T T #—ERE, HEXUXEMA#HT 7. 202398, LLaMa-2MTF
FHEIKF32005X.
o LLaMa-209FlIZRBHIER 2512 M okens  (1E1040%) .
o WFREREKL, ARARER T AFEIARIEEE, ESEHERIZEE S
FA—L (24,540) SRENETHNERTERE, XTFRLHF, fE)ERA o
TR, FBRIHFIRES ARTESRE, EEHEAFPTIEMA, |
EERWRETE,
e LLaMa-2 70BTERS TS L 5ChatGPTINE, {B4RIZAENAEES

315

hat
37.2
) 10 20 30 40

FChatGPT. {BERTBIMIEIRACodel laMagtidprgdrcpTatm - I =
o IRIEMeta/MEHOES, RERUIFELLAMa-2ETENEEBETIZIE oo stiom st st o sone s
P TARETAE (BESEEETIER) HaLUERELLaMa-2
.
00 Meta stateof.ai 2023
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GPTHILLAaMARETASKE

ChatGPTIE#I3ZIRAX (RTwitter) EAHRKIXEIRS(5430iX), HIREGPT-4FlILLaMA . EAEHERY
AIFRRIREXE, (BRI ERNAEIESREIRISGR R,

GPT-4
2 Proprietary
Research-only
PaLM 2 Commercial
80 ChatG PT Claude LLaMA
2
70 LLaMA
(]
| .
S Vicuna o
3 60 WizardLM =
|
Ej Bai Nous Hermes
MPT
= >0 OpenAssistant Kot
40
Alpaca
% Pythia Dolly StableLM

2022-12 2023-01 2023-02 2023-03 2023-04 2023-05 2023-06 2023-07
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A JigRR
EH2022£FiLAEK, RLHF /f5<$SAEERARAIIANEE,

100%

80%
RLHF / Instruction-tuning

Chain-of-Thought
Paremeter-Efficient Fine-tuning
Autonomous Agents* / Tool Use
Emergent Abilities
Quantization

Inference Efficiency

Scaling Laws

Retrieval Augmentation

60%

40%

0%
Sep 22 Nov 22 Jan 23 Mar 23 May 23 Jul 23
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RS IR EENREThEEID?

EARBRSETE S tokensIEHEMAIEAL, HREARDIBRBENESREFLNGENEREETIME
BRRSFRETR. HR, AMIEEMWET, SEIHEEN (FUfURY) MR, —iRRNEEHxi E&3E
SATTN, —LAINX—REIRLRRE: FEENTEUNRHARAREFFEESIRHALY. HAFA
50k, FRIXEMRE T RIX.

o HMBEAFAIARARKI, FrxgeHREMEIFEEEA

SRR S OISR R T c T A e
o flfN, 7EBIG-Bench (REMARNESHAEE) £, B3 = e B
929 MR A IR X AE T HEIERS N R SEITZ — T. =i\, | /'

o fIIEFTERE EMIRRIR, FHEARZMEESLRINENE
MRS SRS SEISENNGH, MARMNGEN. .

(- stateof.ai 2023
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LETFXRKEEHRSEHITE

ATIERREEZIEE, SIRBEHIERIIGE, SilfSEitHEReilsEHonnE. BEXEEHEH
SREESIEEILAEMAXDRIRE. Eib, ERKERA— M ERREENHRERS.

o KENESHRERIRS|IARNFEZ —REIRVIVERIIEE, tBHEin, KBIESIEERE
FEEBA LEEEK, MARNAFPINEERGIH TH—SRIE) BB THEI™ A\
HRITTEFNER, XZE T HRM L T KERIMRS,

o —LRIFTHASRIGINAENESREMN L TNKE. BEMER LETENANCIZETE
/J\(FlashAttention), BEfth77iAEREGEMBAE/NNEFIZ:, (BERRNEFIEITHIER
(ALiBI)—X#EFR K EINE—MN 2R/REFMR I E RIS, BAEEHARAIRAK WA mosaicMt
B ERoPEFINETA(E.

o TEKETNABUESHEAIF: AnthropichClaude’5100K, OpenAlfJGPT-4532K,
MosaicMLEIMPT-7BE65K+, LMSysfiLongChatg16K, {BEE F T E{RAMEERN
£Epg?

8 X Ai2 00Meta W e stateof.ai 2023
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EXRERE: KLETX (KEBS) AFSTRHEA

YWae L TKENTREMTXENRE, EXN LT ORERBRSH TiFHISHLERERES. K8
Samaya.ai, IIMHAREEFISE. HUBEASEHILMSYS.orglIffsihiX—Figis 7TREE: HMANKER
K, EMERRIFAESRE I giE—L S A REREE RIS KM,

o RAREKIN, SESHEXERLMERMANTRNERN, RENRASEN, PESEHZHD
AOSKBIMETPE, XBURTIREL, iR, EEMMEEMERNKEREINMEEE.

o RARIGE 7 HHTEELMPT-30B- 20 ol Retrieved Documents T TnE e
7 ] 3 e T LT
Instruct (8K-tokeni<)FLongChat- \ :: ! i
. < e . \ :

13B (16K)AIMERE, AR SRR »

GPT-3.5 (16K) Claude 1.3 (8K)%0 \,_ — Zou

Claude 1.3-100Kf914RE, {BNIAILE 0.2

ﬁ*ﬁ?gttﬁﬁﬁ*ﬁﬂ%g% Hjimiz/l\l‘l:—l_liafﬂo 1StPos»tiosn:ﬂot Docu?‘vf’gv‘wt with lt;:fmswezrom 0.0 3 B mo— — p——

-8~ claude-1.3 claude-1.3-100k  =@= gpt-3.5-turbo-0613 Context Length
@~ gpt-3.5-turbo-16k-0613 mpt-30b-instruct longchat-13b-16k
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AERAES:
1EINaY E T EMABAIEE T EIEEIHT.

‘e FlashAttention@B I EFENERINKE FRLMIMAR TR, SINTEENAFHE.
FlashAttention-2i@id & /MY3Ematmul FLOPS, EFHIFTHAIFEHFNIED X, #—250# 78
PRI E. SREGPTURENIZEERS 1 2.8(3.

o FH/VSHPRIEALURDNELBENARESEEANER. MBEENEG: kIEEFIEERE, &%
FABNESIERG, AMUENTFERANZero-shotiEEFIR/IME A R L BER{EN.

o HENFRIS AR EIT B/ MERYLERHTARIDZ Mokens, TIAR [FAG#, HLERAGHIREEIRS T72-3(2,

e SWARM Parallelism2AEEARARIOATZANRERITANIGEE. Bt s MG RIFEGPU LI
HAHIRAENESIEE, RRSCME)IZG=H.
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(BirdiiERY) MEIESIRBIGEHXIESEENENS?

WMIRBARARE—IRARAEE LRRFENITFPRERE, SOBESIRE (SLM) BIEEEIHE
IDRYIMEIRSEITIIGE, SliIaIlSAS0ENREMAIEE. MilELM, XEARRNMETERREE.

o HIERAEIRNMES L, IMERIFEBANMAERYY, — MRIRE, -_—Lﬂ_ AFRAHY. RORAEIRESR Dl

eflls "FHFE" . I I

%) O

o TEGPT-3.581GPT-4RYESEN T, AR AREERL 7 TinyStories,
— N EHIEER RIS RNEEHANEETEE, Belit TR

HumanEval

Pass@1 accuracy (9

IEIEEM AR, 2AF, I NEESEREH T T ?
TinyStoriesZi)ll, FXREGPT-4 (AFHMETIE) E=W28M
SLMARRAEEE, TIAEGPT-XL 1.5 BAREAIAIES, (135GPUhows)  (410GPU hours) (1090 GPU hours)

The Stack + CodeTextbook mCodeTextbook -> CodeExercises

o EE—/NERNB—INT{EF, ARAREERET— 1 H7B MokensHEIEIESE, HEHhEIEEREND
FOEREIGPT-3.54 IR BRIZGS . A, BIIEX N EUEE LG TINVNELUESER, E151.3B
SHW phi-1 &8, B{1=R, XEME—"EHumantval E1XZ|50%LA ERYsub- 1087%*511‘% . bBE,

i i )&% 7 BSuHAIphi-1.50R 7N, stateof.ai 2023
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2022E 250 : EBEHE DIZGAESIEE

FeAiJE20225F 550  “SOTAIRSIREAIGEIRE KL ChinchillaZ 1065, EBA T #UREARIIS SE4anIRY
XR" . BEOpenAlRHIEE—H(TUEASRRIAE—ERINUFHMIRFRIGPT-4RERIK . SRIGH
FAAFERIAR TEMILIR, HEiRiE, GPT-4ilgTXL1351Ztokens, LbChinchillaZ9.3(,

e Tiny CorpBItE ATTIA-E% (George Hotz) 1RHTRANMSAVEN: “LUHE-B4FE (Sam Altman) REEIFR
GPT-45220B1&41, 2—M16IQEERE" . PyTorchEXGEIIa AT SREET-$XEEHL ( Soumith Chintala )
WL T iX—r, TICEREARINIEEERBREERES (Mixture of Experts)&BREIFTRIERY. WR(EE
o{g, RBRAMEIFSTIEEGPT-4R9611.

GPT3 GPT4
&

176,000,000,000 100,000,000,000,000

meme truth?
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A SSERRIEHRIEEFE R I57?

B HERY SR HEINE RIS RISAZE, Epoch AIRYERSTIGN, “FJ2030£EFE2050%F, EfiJSHERK
REESHIRNEFE: F120265F, SREESHFISER: F20305FFE2060F, MBHARESHEE. " WH
iSRRG EECIFSIETIRBIRSR, MOpenAlfiWhisper, BRAILAAXBIESIRBURIHFIE SR
iR, LARFRIOCRIZE!, WMetafiNougat. #EE, AERFRNSBIECEIRHAGPT-4. FREH
EBREREBIENE, AEElRE. XEBARRGEARS (qqtech) , EE “"Al2023" $ZEZREYPDFAR.

mage data

Figure 1: ML data consumption and data production trends for low quality text,
high quality text and images.

Z EPOCH (OMeta &) stateof.ai 2023
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s —

FIREHE PR : AT EEeERRAS
PUHERRERINS— M AERET A TEaeERNAE RN XeIBIgGaEED. EiIE—RiRNERE
Rix: SREIBESSHREER; BNEILERP, EREERT, ERNEESIHER=ERE,

o REFRNIZEEEIIATOIRANEEE, ERARRESIR FEARBEUETMIIZ, FKERERAINRIR,
FRRX NN —MGE (FEXBEZRET) B ATEREREIRHT)I%, XEHENHERZIT
BRIPRH,

o GooglefIARAREIRIZEE M ImageNetfFZEE T ImagenXX A ZEGIE e

B, SEERT 1212/ mageNetiIARIRA, AITERLMRA LI | = oo s o
THE (RTRAMNImageNet) . IXRBBINSHRAIRENESRE | |
MRS T IRERYERE. g 7 IH'SZ i1se |15

o HMEFRARES, ELARNANGENSARRTERSEIRR (™" + &, &
BiE,  ERSIERELTR TR G | sl © | LT
BER/IVOEHIIOSIRY 75 (—ANEELD).

Parameters (M)

eevor . . stateof.ai 2023
n & CAMBRIDGE Impelnal College %‘IIL;‘;{:SI:' TO .V\ VVVVVV @ s Go gle
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EEH(ER, iLEEFHKE
BEE XA HEFERIRRTEHREEXR, RATARATEFEERD, URECESEMRPUX—IKHITFEAY
[A)RRIE (S ELSREEMELARRIR

o DE=XFRIAREH T —FATHEESEEHLIRIVKEDRIFHEAR, Bl "EXAPBAARR AR
1B, BEINENATERELRBIAEMEY. " XNMEEEREIGEE—Stokens, FHEIMESEEARE(IRY
R, Bihigit T —MFREZE, HPaF—FRitlid, EibilsezaEmainiel,

o B DeepMindiE 7 SynthID, —FREHFKENERERABGEZNITIE. SARAARRTAZ], BERILIR
Allmagend B HIENS.

o RKEAHIX. DeepMind, ETH, E#AHFERFDANMNAFHRADIREIAR AR,
Stable Diffusion (Stability AIZFERIRIREY) 112 RBIIZRIENER, FE
HERETAHEN]. (EEREIZIREN100025KE F, SiFna AamictEE. B1] \ 4
H—RE, ¥ BURECEMBERIRE (WGANs) EIAFNENIBNIZGEF ‘

HRENE. itk A Graham Lotz | A Grahons Lo
@ Google @) Google DeepMind ? stateof.ai 2023
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FItRERE LR : IR

MREAFEBEESHFEIRINGEIE, AT AFENEEN LHTESAIGE? HEFBRIHTRE,
BERSRMKERNE: —PERNMHBNIGEERREN, EREERT, SN Epoch&BHAD;
(BRAZHIEpochiBESFIELIS.

o EANUEREFINAZAI (FLANRGPT-209X) , ASHREERELEREIES D#1TZ X448, (BR
FEERERIAERSREK, S EpochiNIZR/ L FRRSBIIENS, RERSENIETER AR Ll%—
MEpoch (X—XZEC EHEIBFERINE) .

Allocating compute when repeating Return on compute when repeating

3.41 o
|
o
681 —e— Base 3.24 [
Large i ‘ oo,
—_ n n 3.07 —
X —d— XL g o
=00 g s 7 28
v C 6 ot o
o © © 26! D
3 o c %
O 641 =
< 2.4
§ 62“ \‘ 2.21 Ur
= [ >
1788 2428 20259 v data .
(7.1) (9.7 128 488 1208 4808  1.2T
601 Tokéns (1) (4) (10 (40) (100
|
(Epochs) Tokens
0 50 100 150 200 250 (Epochs)
Num of Data Repeat = = Regime of same compute (IsoFLOP)

- Efficient frontier assuming repeated data is worth the same as new data Stateof ai 2 02 3
L]

©NUS  ETHz(rich @ THE UNIVERSITY | Hugging Face @ m g':%igébw = Efficient frontier predicted by our data-constrained scaling laws



XES | 17 | AR | BER | 22 | 7ol | =F #stateofai | 79

VibetSE: WHEEAXEIESIREHETHE “vibes”

FEEFMAEFAXBLSSIREANEM, ARRRTAXEEHZSKMERNEIE LIIGHEERARIESIRE,
EFEEkEERNEE, BHBIEMHELMETEfIHugging FacelIABLESISEBE S F 2B ntbEiERsE
nvtRE. ERTEENXHBINEAS 2, B7TXHERBRE, APUFBABEEIREENME... vibes

o HELMEEREEARRRTASHITESEY, ILRPERRE0NE. SESOMEF LPH MR (2
) OBEL ERORBISEEME. B AT RES.
HELM | Hugging Face
o SHEFHAMBARARESHEROHELMER, . RS
Hugging FaceRSEIERIBFAMAABIESRE, (HE - R nchaman/inicTiantan
IIFLHELMESEHITHE (HERANISRIEERRE
2.
o REGENNSIEE, ERELMAMNNEEIR o o o o o
RX/Twitterfitik, RPWMAT20HMTES, AREE =
AENE SRR T AORERAET, FURE IR

”Vibes” . B ; S )
stateof.ai 2023
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IRSEENBEINAS

AHEREL, GPT-4E&mEBSse A EmLFMmocitiz, BEABEESAHNEEIIMLAPRERNAS. &
WizardLMAJWizardCoder-34BFlUnnatural CodeLLaMaiX¥RIFFEE R RERBE ENFXBhS

ChatGPTAELT, (BElilEE=PRAIEEEBIATE.
e Unnatural CodelLLaMaflWizardCoderAMXEAETN) |1 G4miBsdEE L T2k, MEIR FERERT

RABEIERIMTILESREEEMIESHIERIR. MetafEAE(IBUnnatural Instructions , mWizardLM
EEAEIAEvolinstruct, {EE5EEAIR, CodelLLaMall—FEIREBEEHITIETE (MAMNUNENITE
B ARER) A%, HERR T Unnatural CodeLLaMaz4), FrBR9CodelLaMatERER e %

5.
o BYNUIESEEURTS (BiFreplit-code-v1-3biStarCoder 3B) TEARABRAIES HEM T RIS

FaRIMRE., SAIIRNHASHEIENS S (WEREGH ERggml) {Ei# T GitHub Copil otRYFEFARKIEML A
A%,

CobE LLama
(7B =, 13B =, 34B)

Cobe Lrama - INSTRUCT

Lrama 2 Code training
(7B =, 13B =2, 34B)

Foundation models — Infilling code training =

(7B, 13B, 34B) 5008
CopE LrAMA - PYTHON

(7B, 13B, 34B) stateof.ai 2023
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AlphaZero2DeepMindfy “IRIgE" , MEAFRERRABMNA

DeepMind& %7 AlphaDev, EFAlphaZerokSFERAFINIE, SMUETHFIESRNE (FINC++
5kPythonfRR{i8) ERDNESRIER ZE BRI CHRAE. ESINMEEEREERHM RS,
AlphaDevikE| 7 —#iB/EFIHEFEEIRE70%/75 .

o AlphaZeroXiFIsRtEERRIE. EHAIAASIEbIAT]
BAIKE, Bk Egit. Y.

o AlphaDevEATBIMEFERN— NEEE IR 75 -

BiEt, RWSREMNEZEURRENSFSNER AE8
RIEREFHIESSMIRFIES, SREREURTIERMER o
o EHsort3. sortdflsort5EEFAT250KNFFIES

TH1.7%, XEEEETEAENILLVMEFFRAY, @

o GHIRIR, BEFHRYRTR, —BMRARIKAILGPT-4EH T —MIL{tAlphaDeviisort3,
(o) stateof.ai 2023
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FAEMERT? HRHSRT
RRRRERKIRIN TESIRNGT. BEEHER(CoT) ERXEIESIRBTIMaLREIEESE, NHiEEt
BE. YR (ToT) BIZIRNREE "B REPMELPHTR, H—FUHTR—S,

o FUNHINIEMRILIRSIMERERIRR. ATHAXMER, AEESREAFELTRAWE, Fl%

HpsRNME. PIeEEAARE. B4E (GoT) BEHGHEMRN T REXMEENZN—EL.

o EESLIMAR, ABUESHREMEERFVESRTIED. Auto-CoT
E10MEERES ERRIIES T BT CoT, Baligrm1iE

Input Input Input

i (APE) 1£19/24{F5 LR~ iEE. ATEERITRURERE .
Bels S | SAREERELH/SERFE. BTN T 1 =
(OPRO) XRHBH, {itRIRREGSM8KFIBig-Bench Hard & = b b L =
TTEIT ARIRITHAIRR, B 50%. . - T | .
R S T S ——

vO® & stateof.ai 2023
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R ITIEARIEFEEIR

THESEEKBRTREARIESIREMNELE. AT, OpenAlFSBERME—IRAFGPTIRERIEN, BE
BlIEAREEH. APRER, BENENEE, A—AXEIESRERSTEEEHZATRENEEE. S A
WIS EEISIE RS, HEFBORYRMEDS.

o ChatGPTRYTHRUMAIBEERTEIRVHERBMIRILAY? IREER, 2023531202356 BhMRAHIGPT-3.5%]

GPT-47E8i= A, U@, SUAE. MHRERR. £MAE. EETARFIANHESES LR
B AR,

I GPT-4 l GPT-3.5

; 1000 1 1 1200 1
0.8 mEyyA 800 0.8 0.8 1000 o
0.6 600 0.6 800

: 0.6 - 600 BRERE 0.6
0.4 400 0.4 0.4 [EEGD e iy
0.2 208 I 0.2 208 o

0March 2023 June 2023 March 2023 June 2023 0 . March 2023 June 2023 March 2023 June 2023 0

Accuracy Verbosity Mismatch Accuracy Verbosity Mismatch
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7 K

Agent: KBIESIRBIFEFI(EANRMETR

AEESHRENISSEFTECNNEEENANRE, BifREBRTHSHINEITIRNER. =IBEMER
TRREMENEER, AVFRBRISEH, ERMIVEEENNBEFZORANESIREHITHE, Fefi)

sEIZE RNV E eI TR,

o [FATENABIESHEEN—/ MIIFEMetafUniversitat Pompeu FabrafgToolformer, EFHfARARLL
BEREENAVIG T —PNETFTGPT JRNREL, "LUREERWLNEBRERZEDO, [iERE ], B4
S8, RN IsRIFEEREFHEIR KA tokensTulAR, " EEFEMNZ, T)I4H0E, Toolformerxy
N AEFEOBRHITRE, FERRBIPLSEURMIGRFEIER.

o —LIRRIBYTEREER, AT EIMInd's Eye, 1RENE{TYIIRENISREIZY) e e Ereton ol of e e e
BRI, MEMANEXFGET BEEGA T8RN T E, rademark of QACWh i the publisher o The New

o BUBERSNTTRIMARESHEEIUEBRERRS "RIE" (Agent) o NZ Llciome
AfARFELR, BIIEBLEBR 7T RTXZITNZSTHITIE, &8N T i

ZEEC hatG PT?ﬁ{tF\ AUtO'G PT*D Ba byAG I ° » 0.29] 29%) passed the test.

OQMeta  [owf] i stateof.ai 2023
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FIAXEESEEHITHANNES

AENESIEBEEISE RTINS, EFAMAEIE SRR, Sk EtE, XhERIFNGIF2
Voyager, —5AEFGPT-40YVIE, GEO27E (FEAOER) BT, IRZTFEZEEIREN.

o BIIMERRGPT-4 (REUESREUNES H—RMEEMNNAS) . Voyagerr=EAIHUTRIDETAES. 15
IR, REWUBENEGPT-4EXRFRITRER (FAIHR) BXREWE, ALAUXMIT AR BIE bRk,

Minecraft Tech Tree Dismond Tool L

o RIBET (RNHR) NAEFZEOEIERjavascriptit = | 9828870702 L 3__),?@0’”}'

BEMEHTRE, MREMRIRBER=RES, BF:| & © © © W/ﬁ”g =

FEA—NERY "EE" . BNIGPT-4EBRHIERIER.. © ") aeleuiedss o
o GPT-41RiEVoyagerfPRTSERMESIERR, ISRTHRRE " w000 %27 by

SRBMERIES. e T 1,,20.82288
o XBEEMIZ, VoyagerFk53.3(ZHPMIFER, RKIT2.3Z T;”'o" e e /

HIBEE, MESKERI SN EIEEANERELLLLARIHRISOTAR ole”

15.31%. IO e RSN, S AR S T SRR

“ANVIDIA. stateof.ai 2023
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J - R

RIEEREEEREREFREN
RIBTES R AN RIS R— N THERNTE, ANPEEREER. Bt QMR THROE

B, KEGESIERIRETERMYEXTLURZENTE (EFERAIHRER) HiNg. SHMRIEYEE
(RAP) EHZIS~EHHEZE (Monte Carlo Tree Search) EExittikESEHRAEIREE.

® ﬁ%*%ﬂﬂLlEm_¢ﬂ1$: #ﬁﬁi)ﬂ“%ﬂyigibfﬁﬁ E EEUE(J—F_/P Chain-of-Thought
RS, FEET—MEERNT, (HSSEERLLTTN F—5173) () y o B
(ERFN F—MERIRSH BT S A HER,

o RIBMNESERFKE, FRTUHIFRSMCTS—ZMXIRRZS-5h / .
EEREL

o EARAPERHEZ, BEEit4r. A HEIEINZIEHES ‘:‘/ %
@ TFRgESEHEIR 5%, 7EBlocksworldifiE T, LLaMA-33BLE 4

HIRAPEZ{LFGPT-4_LAYCOT,

O UF £1ORIBA stateof.ai 2023
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GPT-A7E ST IE S E i FRLES o

S—PMEFGPT-A4REX A IERESPRING, BEZBEIIGAIFMIE Rk IR HAIRL Baselines,
CIEIGIRENRIGFEARICX, FETKELESIREITEK.

o RLEMNG (FAIHFR) 1 (TEESF) 1 $$Eﬁ£§€FJﬁXEEﬁHﬂEEE§E§L_, RECREESHISRMERES
IATRRIEERIBRSE, FBEEC T, AEIESEEALIBTAEER (BRTHE, RBEATR, HKBKERIE
79183) SEIEE Y latexiFAIMEE, LAREGMREE.

Last2 steps of | (b) (— —

observation . —E—J—: Method Score Reward Training Steps

[ 8‘—-] Corgext p ql\ 93\ g /,qs\ Human Experts 50.5 + 6.8% 14.3+2.3 N/A

& a3 \ 4 \‘-, /qh \ 4 SPRING + paper (Ours) 27.3+1.2% 12.34+0.7 0

You took action noop. = [dt! 4 § l/lﬁ\ DreamerV3 Hafner et al. (2023) 14.5 4+ 1.6% 11.7+ 1.9 IM

e (‘13\ A /q\\ N ELLM Du et al. (2023) N/A 6.0+ 0.4 5M

-grase 1 ips o your wes 2 ¢ A4 EDE Jiang et al. (2022) 11.7 + 1.0% N/A IM

-east Compute LLM answer for each node DreamerV2 Hafner et al. (2020) 10.0 +1.2% 9.0+£1.7 IM

You face grass at your front. g PPO Schulman et al. (2017) 4.6 +0.3% 42+1.2 IM

bboierd (c) @;\ At f/ \\ A . Rainbow Hessel et al. (2018) 4.3+ 0.2% 50+1.3 M

-food: 08 g ‘1,"’  Mppym(Input,a7) ) a7 (38) Plan2Explore Sekar et al. (2020) 2.14+0.1% 21+15 IM

S o o - La B g RND Burda et al. (2018) 20+£01%  0.7+1.3 IM

You have nothing in inventory. &@/ s 1 ! WE'"‘ Random 1.6 +0.0% 2:1:41:3 0
Carnegie M
Mellon  ANVIDIA. B Microsoft stateof.ai 2023

University
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2+ B 5 2

MIEIESRE: GPT-45kl ((BERMERFEOGIEZABIR)

E— R FEEE(VisIT-Bench)R, SESNRMEBAIFENES, WRIESIREIREAIIRIEN

GPT-4i#{Tlit, KSEEREARZITRHE,

o RIBAXRTEERINE, RFIIEELELLaMa-Adapter-v2,

REERAE27 A%NEGF M 7 GPTARIENESE TR,

o SFBULHRT®, SalesforceiEHHIBLIP-22—FAHEBRZIE Vision-and-Language Vision-to-Language
ﬁ*ﬁﬂo E?EE?}EE?ET (EG PT—4ZAH1]) ’ EVQAVZJ:tbl‘ﬂ Representation Learning Generative Learning
IRFlamingoBEIFAIMRE, BrN)IGSEEILT54E. © *'mage = :;
{EFILEHYFrozen LLM, BDIRBREYAREETU) GBS mIDaS, [JEEE] | Quevig Transtomer| R

7 7 that goes along this photo.

(oo-@a) Text

Love is like a sunset, it's
hard to see it coming but

HER|IE—/\Transformer ,

* Qj‘iﬁlﬁ ! E Eg Eﬂi&g{z'g l n St ru Ct B LI Pj:EXY]-:_FV I S l T_ B enc h J:E,\J Bootstrapp?:: rl:'Se-trained Bootstra::::; ?’orees-ti::iioe:eaUMUL
G PT_4§%$%/I:\IE1 2. 3%E’JH$>__IE_<° Image Models : Large Language Models (LLMs)
Google UCLA Ai2 W () § stateof.ai 2023
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FIAXBIESEEMERIARHTHS IR IEE
VisProgflViperGPTRAN G ZRT T RE— M X TERZRMMABAESER, XEIESRENISHS#
A—FRITERLE, XLLERRRRE XN AREFEO R SRR TIRAES.

o TIMLIRIE S ZSERTHEZLHEMAR R RIS ES)IGRKTEBANT RS, XFFAEMERT
=517 SLEL LN

o FIFOHEIBRIR FIREFHEOVEFIANISOTAERYGIEN, BN 55 E. Query ¢ Visual Input z
SN, SREHI. iy g

o ViperGPT{ERCodexBEAEMETNAERFZORPythonfERF, X l &_
R LAERPythonfiBfEe8 k1T, VisProgffhASIESHINIFIRR  [viseas e |
GPT-3, FHEESNIERA "CIER" |, KEAKEIESEEIMNGIFis Code LLM T e i
T ETFxES, T

o REEBMIMESIEISNATRIESER R RAIREREEERTFME | 7T ode bxecution
SIS (I, BEFRNBNRMERG-REREERBI. XFEH |- - -
FTAER R T M S R S R I S IR SO RIS R, o

Result: “shiba inu”

Ai2 W % stateof.ai 2023
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FIRXBIESIRBICII B NS

LINGO-12WayveRIilRR—ES—TaIiRE!, IRHBITE, MBTAkSIIASAIES. BiEaLild
MHERNAAEIZFRE, HRisEinSIMRBA RIS, LINGO-1aJLARIER e N, ForEHEIEmie).

overtaking a vehicle that's parked on the side.

WAYVE stateof.ai 2023
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PaLM-E: #lz3 ABIEGEIREY

PaLM-ER—Fi55620{2&%). iBA. RPMMULANEZRE, SOMRK. ESHNI|/ALREIZE. B=ILL
SERHEFINMSE, RIEVQARE LIREMRISOTA, EFHFIMAIEEE(NS, PaLM-ELLAEX FIESIEEE
ERAESES (15325 RIBIESSEHEIRRESS).

L4 iZ*Eﬂ%é? PaLM-540BF0ViT- "r‘°'°l'i"“‘“ Pultion PaLM-E: An Embodied Multimodal Model Task and Motion Planning
22 B #ﬁi¢1%j$\ {%*D*ﬂ) % Given - % U‘T‘ Q: How to grasp bilue block
52 NRETENIA, iR t?
Eul_ﬁgl—_ﬁzj_iaﬁuh)\jzﬁ |=.I Eg?irﬁl I:Fl I Tabletop Manipulation
REBIREENESRETRETING o e BEXRREL ‘
7 F— MR - SR
13— I T-L )\I)‘ ° Visual Q&A, Captioning S

——— Language Only Tasks
\ omd <ima> <dmas
w : A dog jumping
PLO0S o over a hurdie at a Embodied language
= - ———— - dog show models are the future of
natural language be used to guide a robot’s actions.

Google Research “E StatEOf.ai 2023
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MRRIESRBZRRNAZAES]: RT-2
MEIESER L —ERRERRRE, ERANSHERMES ANKFAELE. BITERE TR
MR TR IR,
o RT-2f&EMEFRTRAtokens, YILREIES -SHFHEEL, RT-2RUHHIARALUEIT 7 B0, X
PaLl-X#IPaLM-EfIH| 38 ASHE(HLER AR TERA06 B FREE AT B RIBERE IR T T IR .

o EBXFAMEAT)ISEEBEEEAORIGR, BBIE oo o v o G
MR SRR RIS SAIE R, N P | el
o HTEMIULEHER, RT-2EAMIEITS S
TPURRS . MARIRT-24ERSEBEHT o™ R . =
IATE1-3HZHRE 5T s’ | e
v I | R
B -

© Google DeepMind stateof.ai 2023
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MBS ISR BIRAHSEAISS: RoboCat
RoboCat2#S MEMAIEGCIE, vILIESRLE AR (100-10004N361) R ZFMESFIFINES

A. SHESLESADSFZIRIZERIERE,
BV EDeepMindIS R, SESIZESNGatoBHARRELY ., SERESMNEIEEEiESE -

YIRS IRVQ-Hinices. EIAGatoRFTN4TE], RoboCatiAFUIZRKAIVQ-GAN tokens.

o MEBEZIAME, N RIREITITHTE, RoboCatRERDINESR (BIHERE) LU TSHEEE,
HEFEB NEEESERFEYE, EREE)IgE P ERIH.

o RobotCata]LALIS AENSRAZIANEE (20Hz) BIE36NEEAREMEIUSHIESSHI=EA, T134PNEY)

R EIT25301ESS.

il B 6
Vo5 RoboCat
Larger training d F e Rob
h a diverse set of R lise to th
ks and robots ' "= 7%~ new task/rob
!
+ -
{— Fine-tuned agent self-generates —_— *
much more training data Stateof.al

©) Google DeepMind
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— M HEAX R EERRIBERS

XEBNBAB—RERBISHNPIRME (F—ARRATANLEE). SWiftE—AMBERR, TLUXERNEER
SR ERS A R R BERBIMIMEE CITHRLLE. ERETUGLENINEE, HElLRRINLER.

o SwiftESTETEINIRATBEFRIIA. BES
VIOf&it=sfni Jiallas, Bid-R/REERETTT AN
RIEIKEMSR, LRSS NIRSRIER ST

o SwiftAYSRERERM FERRE LNTERREREFES
T8k, REES THE T IRNHRAGERR
EMEFP(XIRS T LB MTAVERN). SEEEIRRS
RAHRELRS, BEBCRA LRI MR EREITIL,

stateof.ai 2023
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EESASMEACICRRISLMR

{EERERAISREFFZISMIZPLHMPMR. SHE T HTARNUMERRRRBERNER TR
HEMEIRHER, HEILATGNSRERES.

o WEITE ASIRIEANCIZHIHIIRE, SREBANEREREEIC
B Ao S AAYE) 1 B iR 20X REL R LRI S AR E
Bir. BIEER, XMIBLETHUNEEEENBN, BEESHIRIIER
5 "BWN" PIREIEERE, RESEARE.

o IZIEBINIIEH BT RA, FESETFRIEABEAEIHTI
. FRRERXFPEEIRIE—HHIZLSTMENEZ.

o NMIZIBRIRRECIASHL AT LA B 2 BFIHE s,

D - =
'3 '
Forward — N¢
— 4
/ 2

-g"f*

b (]
2y LS < 2
S 3 5 W 6
‘ -
. T
Forward ~ Collided ™" Turn = No Collision N

s OO Meta Google stateof.ai 2023
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CICERO EBMIESHEg s EDiplomacy M A 3

Metaillé: 7 — P A L& IERITRITHIZS ARIRF%kDiplomacy, i$RESCHPABRES SHtTR#
fTHRIFLRH. CICEROHETRETAXMRELFIISHRIRS, HBEBFinE—1 1 LALiFEIEI10%ik
xR2Z51.
o ELHEMEFIESEESENREHTHE, RFEANSESENNANRY AL
BENEHE. MetaiBDiplomacy ik E oS a1,
o CICEROfERIZER ZBIRIXHER BUAREEIR SR E B ERFETTNE N A4, <o
AE, BEEINREREXLTUN, AEREREEETTEXEN T, AS
CICEROERFTIFIRAER, SItzxRimt. .
o TEFEANTHENEREZETFT—N2.7{28EHIBART-liketZE!, 7EBIT40KAIELAST
Rk #1778, CICEROER T —FEFpiKLAYFHEMLIE L, ESH M
EMEE, 1ZEASE T XIHMBA I TR0 T,

Generation

0Q Meta stateof.ai 2023



XER | 17k | AR | BER | =< | Tl | 5F #stateofai | 97
v — ‘

N AZISRAYE R R E R EE

S5EF(KNTH33)EM, XigmERENS SFiEtidTransformeriGBIZ B HITRI(BRENEIZLE, X
HIEFE1EM). EEAIMake-a-videofllimagenBEFH &, mPhenakiBEF N @iErEtransformer,

o VideoLDME—FKEBTEY BURE, BEFERMSDIHRISN(FIX1280 x 2048! ). EIETI)IZHIEGY &
RE, BRI ERERHTRIEE, B3RS RERES.

o MAGVITE—MEIRRERMITEEREE, SPhenakiZé(l, BfEMA3DIRCEEIRIATSIRFE, BaINT—H
FREYERS TS, EERIEIUREREENLFREREFVD, HASERER250(E,

= ¥ A "5
P S e s - 4 = -
e / v 1% CRR S oy o R o p
oy o - oyl b 2 e o . = ' - - 4 -~
' - 7 S A 4 S, > z A o ey 7 = S
g P /= A B 7 - e L &> 7 = A2 50 B 7 = A "
E - y = e P B S e, = Patas ’ S 1

s L 3% 7

“The Orient Express driving through a fantasy landscape, animated oil on canvas”

& VECTOR w, Carnegie . i
<anvioia. [ § 1oRERTo V' rsire Mellon - Google stateof.ai 2023

University
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ETFRESHXAEIGERRENF
EEHM TS XAESERMISEE:DALLE-2, Imagen, Parti, Midjourney, StabilityZ%Z, (BEiEHE
R HIRENIEEHTKEEE., SFEHMTHIGZE, ILEIRE/RIHIBEEIIHE T Co-Piloti,
18,

e InstructPix2PixF| R I1ZxRIGPT3F0StableDiffusions4E Swap surfowers with rases Ao
FRUEMABIR. MAIES. ERIEIR =THAARTENE - | R
&, LVIGZEENFRMH8URE., AT, LaiRa#HT
iE, TTEXNBNEGHITHAIME/ R, NmE/ LR
SERIER,

e EUlllmagen EditorZ SEAUBIBIEE /5T E IIETURH—
TEEEE B LEREERIIKIELAR A ES.

o TEXLLTARIRAY E, Genmo AIZEHIBIATIRMHE T —
Co-Pilot ISHIFRE, BENAS | SHNE N IRIEREKRE
&,

Google " genmo
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YR 3D Gaussian Splatting

2FRYETF3D GaussmnEl’{lNeRFR%%‘ETTGAED% FZIMRE, FRIHSZIFERSESR.

MipNeRF360 [Barron ‘22] 3D Gaussian Splatting
0.06 fps 134 fps
WI1&k: 48/J\Hj‘ PSNR: Ilgk: 4198, PSNR:

“EiEE, Zip NeRFIEF—4iEeE a6 B adiass
%0, PSNR/28.54,

3D Gaussian Splatting4~2 ?‘J@lex—xliﬁﬂ’]#%*& mex>
#HEAIEHDHENIDR—), FRTITEE TSI &
ZEGPBMERENTTREII TS,
FREFZRNENNXEFEREZ SHRE, RiERETH
TEFTAVERNTE, XHMENTASNeRFsE(L, 1755
FCRANICASSEAE,

MAERTLALAT1080pHY 5 R 2MEEEAISLRT (> 100 fps)/h
IALE.,

stateof.ai 2023
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NeRFsiZilGenAl

EFNeRFRIEMIEEI R XHECIZEIDEFRI— 1M ERIZRITG M. NeRFsKNEEEHERE LBFMES (S
{8# 8. MobileNeRF, NeurolangelofiDynIBAR) , MHE{EGenAlgEISiE#I3DILAIRZIX.

e DreamFusionfScore Jacobian Chaining2FFEFulIZ:HI2 DX AZIEGS SRR RINITAZI3DE VS
—MAE. BREINEAER T B—ARRE 3DIEEL.
RealFusionfsiArEEI& LAY B5EiE, LUBIMZEURAUUSAME.
SKEDR MA@ —LL5 | SEERMAINeRFAIEEX ., BIHREB TEANeRFIUGRE, FRFRFRENXIGE
BNARRANE N,

o Instruct-Nerf2NerffgiE2 MNerfiz8, MAR—MXEEMNLFRER. SliIESMNEaNEGR ENBEET
BHER . HiEEFNeRFFE, HBIETIRE—.

‘a che on top
rey 7
A

a robot and din pl ying ches hgh solutio:

stateof.ai 2023
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EHFPEERE
EEFFERERITERFEFNEIRERNSEG. INFEEWRERN, miSAFHEHGTHENRZEEE
ERE. E5AL, XX SHRIFBISEIRSRIE.

o (TRE: EMFRIRERANNERREMLT) SEBINREAEEMARENSHNEGNEERE. ©
MNHEBRBEGFHEREGI S, (ERZEEEHEEYRIA/N, FE—PRUEIERTISR. REMNBRE
FIRILISHIESRERR "REXR" .

o (ZoeDepthZESHEMNFIEERESLI Zero-shotidz) B—MEAREREE, HE—THIAHRERITH
ERIBTIMEIR, XESE—MESMEURE DIZRA0RE, MeEiRAIRE NE, HEREBEENM=ESMNuEH

I~

stateof.ai 2023




XER | 17U | BA5R | BER | =2 | Tl | =T #stateofai | 102

Segment Anything: —1"EEZHEFZCRITIER S EIIRE

Metalffth 7 —4*287 “Segment Anything” RIKXHHRINE, HPSIEE11MEREIESE(SA-1B) L2Hh

1BEREE, LAR— 1 AsBApache 2. 0r5EAVFAERI D ERIEBY(SAM), MetafE23/MgsMEIIGEESE L

i SAM, 7£70%LA ERIIER THRFIERISOTA,

® MetaffRARMNKENESIRRIFIRERE, XURRAXREHIESE LHIT TG, FESHHRTRER TEIX
%3] (Zero-Shot) 88/, f{iIFFAEES— N eEBSLIl—RIR RO EIRVREL S B, 1 ZRBERIZEETS
BRI EUH A EGPEIE AR,

o HEEBET M B ORIESHNNEREROEVT), ()
NP PR AR RIS B A ORI e A B R e e
SR ETLEIS B PRICPU LiEf),

o BUETHESISRTEMIGHE, RANSA BRSEINHAVE

o EBURFIR, SAMAILUIATRINES, SISNSON. NEIRNER
FISCHIsEl, FHEZASAM + CLIPRR 7 AT IAB IS AR,
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DINOv2: FRIBRATREINMREETF

DINOv2EMetafI B EMIEEIRERRE, ~EBANMRISIE, TRAFSHEIRE(GINSX)MR=ER
(BN ENES, TRHIE, FISSOTAHFMSELESENRTES.

o XEF—MENERNENSNETEZ HEENTE. DINOVAHMIHRHES X THSHINEEURER
HNE AR IR

o (EEBEITHIMOENL T AEERINE S IERE) GEEE, 7
ETREER, X EHUBIEE SR KAt 4R E AR
B, {hiTEIRA T ®IDistillation (FXI8) IKISHIERINELRARA.

o REMHIBGEHTLURTIIG, E— 1 XENENDS REERE
HIEESZ DEHFEE (1 2ZIERRIERRE 1 42(Z18), LN TS,

« DINOV2LIRERIENSE S Seas—HE(E, LB SRS -RIkE [
BENNER, Gae-am -

DINO

DINOv2
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ESmHEKEEEE A E SRR X STk

SRIFGRRIEHAPEKT (IHETHR) IRAE, BZHE, MAREEE. (ERGERAEXSIRGZRE
EBRXSFRETELRGSEMN. WFXFANMER, SEEXSEMRNZEIRENMEFREGEBREE

WSSFRESMRIIERENHE. MOEEERES, MEFAIWeatherBench 2, BEIFEHIRRHPIXSIRE
HE.

o NowcastNet2— M IEEMHREL, [ERYIES—IR o BEHRSR—13DREEIRE, EAEMINTERN

WFFTEITTE, F—E—NREEMREINEL SRR, BT 39FRISBREGRHITIIG, AL
. BREFESHN62ZTWSSRFRITM, % PYHFHAEIRRS. 1ZRSI AT EERIRIRSE
REET1 %8B oW EB RS —. ERERXTECIIR .

2 uawe cLoup stateof.ai 2023

NowcastNet 4
":4-‘ /f:?}.:é 0 0102030405060708090 0102030405060.70809
o ' ” ~ T Proportion selected
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72— I3
B RERX—FRYHE
BB, MetaflFFH KAFHEERKINRS T AliZ S R ERMRE.

o BAMERNERREMSAERETFH, (BRiffusiont]stERELIFFEIIET. ARARMAET YGZEE %
HREEY §l, AEKBHEER S INEIE,

o BEIMusicLM, BFIARAR "BEAFZRERMAI—IND ERseq2seqiBR(ES" . BB E/ LD HA
FFE—HRIE R(@24kHz), BHEARMILUED: https://google-research.github.io/seanet/musiclm/examples/

o XIEAIMS, MetafIMusicGenTEREFF S AIAFIE A EREVTER 2 BB 7 EiIFaIFE. SFERE1 Tk
ENESIRBIFMFARIRE AR LR, AR/ https://ai.honu.io/papers/musicgen/

funk bassline with a jazzy saxophone solo

’ s y MusiCCAPS Test Set
| i MODEL FAD,4, 1 KL] CLAP,, T | OVL.?T REL. T
; " Riffusion 148 2.06 0.19 | 79.31£137  74.20+2.17
3 Mousai 75 159 0.23 | 76.11£156 77.35+1.72
33 FeEE et : MusicLM 4.0 - - | 80.51£107  82.35+13
g agddsgastesugngg: Noise2Music 2.1 - -
293333J23553333233. MUSICGEN w.o melody (1.5B) 34 123 0.32 | 80.74£1.17 83.70+121
; S EEEE 3 MUSICGEN w.o melody (3.3B) 38 122 0.31 | 84.81+095 8247+1.25 1
Go g|e 00 Meta b .‘ f ff "-tf {4 MUSICGEN w. random melody (1.5B) 50 131 0.28 | 81.30£129 81.9841.79 State0f°al 202 3
- - | o o
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i BHRBEMNRRMN S FERLITARNIEEERR

NEFHRGTHNERR, FelIRAHMEMEEkGasE, Mhigit, ERRAMTIILPHRES AR
8. SEEMESEMRERIINGES, MEREMEEMNATFERRMLRITIE.

o —FIFRFRFdiffusiongyiEELRI|FBRoseTTAFOIdINEIEE. KEI/KFES
KEARGHTNEED, BEHBAEREAREEFETRRGENE A g O
AT BAEE th R KRS,

e 5AlphaFold 22&{l1, RSB Z BRI TRIFN o &A1 T <18 .| G
B, RFdiffusionfB2I&{E)Zk,

e RFdiffusiona] A4 BB TESERIEHRZEY, AGProteinMPNN -\ & : oz
AL AT IRITHREX LR ESEES .,

o ZIERIMILFEEHRRA,. BEAKREEY. MNIRERA, BEEMHAR “[ ] |

ERERERIRLT.

Binding target
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RESHEEFIHERENERREEHEN

METLANRBEFFIEERNEFKEHERRSGHE, AMERTEEARIEHNZSFIILLII(MSA). B
i, WHERAHALARNERRFIERREESERER, MEENGIEESIREPRMG, BAhv
SFFIRIVIEXER.

Standard No MSA

o 1&HIEvolutionary Scale Modeling-2 (ESM-2) B F&RAL#BIZ6.1 7IZAEREEAFRNEY  wmm’” |
(FELiB. M. KEFEM). SAlphaFold-2 (AF)HELL, ESM-2(REEMTFE#TE HE
ERONLE: XLLEEEHA2000NGPURIERTE RN,

o ESMFold2— 1 "ZL2inE iR F7EaTulles, BEFEESM-209i&k, BIITM-scor s = nowss
ME, ESMFoldZH(R)EEARKRE, TM-score 2 SHEmESLEMALLINRBEE. l I 456537

0.41 0.47

O & 0 3 )
SRR T g <O p¥
?
€ 9‘5‘ \>\0“ @s((
Pretrained via Masked LM
=11 Recyclin g
) =
sy L, Folding ||| .| St
’ ESM-2 || Tk,
) stru | BN b | 3 .
. oc]
= S blocks °
1 ™ oo tateof.ai 2023
S dl

00 Meta Al e
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ERAEETHRAEINAER FTRNTFINS M EENER

TEERFRXMAERFEDHEREAES (BME) meE, WFERSEFEERIEXHEDEEIEEE
%;E}E%ﬁgﬁggg;?ﬁﬁ]E@S@ziﬂgiﬁéﬂiﬂﬂqﬂi&ﬁﬁ‘i‘iﬁo BREFISEE—EEXRNITREES
RIE~J T A, °

o EFEBIERBEAMIHIEIIEE (GEARS) Sa%AINY g o \ o B
SCRAIRRIIA AR AR RRAT BOaER B PO \F ol
§E%$° 50 v parnssone raiog s wiee combintions pradetione

e (81, GEARSEILIERERAINERELHERNERR
ki B TIIGRD), SAERERTRNS460 NI E S RIS
EREERI(). Vg

ttttt
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BR5E? AR aBHEHRER

HEEER( "BXER" ) SHNaERFTINMITHTREEREN, EuUESHEARRS. itk
EMN TIOR8, EBE A TKFEHERANRFEE, BEETEHBE4007 M XL IES, A,

98 % AKX LETE FER Z (EATRIARIIG AR 2 25 (RTE/EumtE). FiFEGAlphaMissenseflIfAlphaFoldfiMFITE
BENERRIESERIERFSIX—EIR,

e AlphaMissense RGBT LA T A THEE: ()X REBHASIREIRAIISHFEHIT — " vt
gk, BEAAMERAASTERERER, ()VEaThENEERESERT
%, UEIURFIMEAFKENRERS T, F(i)EdERAIphaFoldfiTd we
HNERESEETE R, Orms ©
o X5, AlphaMissensetFISEFuNI7 100558 W ES K, EAREARAN ‘//'//
. Heh, 32%0JRE2BURMER, S57%0REERMR. BEith&RIREIE19,
233 RE AR EEETRE2.16{ZFa e s S E RS, . I

= ” Q <
5‘; =

“ i
| §1
gt
5
oL

@
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BIHIMed-PalLM 2155 EBI2USMLENEZR

Med-PaLMEF—RIEXEEFHEREIR(USMLE) B “Rig" SHRE, TR%—FE, BFEil
LLMERid, EfraidiiEfiiRssRig, Med-PalM 2{EEZ RS LIS THRISOTALR. £
1066/ NHBEE ETIEAIRRTHER AT, ERIIANTEEIERSR, —HEEEAANEEPRY/\ M L5k

Med-PaLM 2iyZE X,

Better reading comprehension
0, Better kn — 5
67.2%
Bet B
| . ‘
600/ Approximate medical pass mark 0 0 80 100
of
PubMed Gi
— 0% Potential Answer Risks
475% nfon g -
% Galactica
44.4% nfon
PubMedBERT Med-PalLM ’
M1 raph
GPT-Neo
3.3% G nt 0 5 -B
G ood o 3l -
0 0 0 6 80 100
Dec 22

Dec'20 Jul'21 Mar‘22 Oct22 Nov‘22 Dec‘22

Google Health
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—
7+ - Y

ETE, Med-PaLMERSBIRS
HTERBEFANETEE, ARE%ELET MultiMedBench - a 14ISHIEE, GIEEFIE. ALBEX
SR RRBEFEEGERE. RRRSERN2EIUNREREERAA. ZHEERTIIGEEEHRRE
WNEENAKBPNS(IS. SESHRAMNMedPalM, ZZRRBR T HMAMSEED, GIMXIEAERAES R
SFUESSHONE, FIEH T —HERNBRERSEELIXR, ELIXRIGES WA RIESiSETIEEaAR
BEREL, XFEFLHITERIIE, AEEERREE. S EFNSHESEERNESHERLE
=

5o

LLM

=
=

OUTPUT

Med-PaLM M

.........

Google Health
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,/+I—"—) 7

Tweet Storm: {RIBEISEZEIECIZEASOTARIERIEE BURFIGIREY

ARERFER, (BRE)AUEREERENNAISHRERNTE, WHRAEIGKEZEF@ERE)MREFRES
BRI, RINTETEHES LISIEXA-ESYS, LIElEOpenPathiEER, ZEUREE 2002 1EFIEEIR
MBEAESHERTT. Z0penAIRNNLLIES-BIETIZ(CLIPRENELR, (F&EIETP(athology)LIP,

o {RCLIP—#F, PLIPAILINBERRAIEIREHITEHAS " owere: 08052
X, (EHEEBXDTUMREAERE, e — EE

o BRI LIATHHREERNAZEGMEREIE G S5 e
E’\J$ﬁ/§\o “apy .‘ ¥ most lkes ﬂ_l

o SHFREFFETNEEREEFINEEFS | 0 B ..
73iEAE, PLIPRAILIEE BN, FEALURENE T o,
NIRRT RV IR, @ D oo g = E

o SCLIPIELY, PLIPRUREEIRST2-6f8. . Tl

il o =
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BFHEIRYBNEFZE RS IaRRRRT

TR EHIERNZL B R LA RERENSRE S XERRN. AT, A7 EImRPLIRSERRHE
FERIER, MEMRMEHMITUEA TERREN RS EIGF TIERIERRESR.

o EAMEIRFIAONEER TAERAIER (CoDoC) A R R RITR
UM TESAUERIAORY, ERSCIEMIGER IR,

o IFILIERE, CoDoCTERRIIBIME FS/EIREE:
T 25%. 1BH T, BMERNGREERDT25%, B
BHE, IRFRTIEREIHD T66%.

Go gle Research @ Google DeepMind StatEOf.ai 202 3
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ATERENF: EFRERIR, BHFRIEXT
RIFI A TESAENIE# SHORI20 ) RIF NS DI, e, EOMERNY. EFREHRDT, ERER
SEY. MFATSHERPHNONA, BImHETRIMRRSEEANHFRRM®.

100000 Immunology
Agriculture

Social Sciences

75000 Chemistry
Neuroscience
Psychology
B Economics
S B Medicine
Business
- B Physics
25000 > it S = B Mathematics
0
o o2 R\ A K\ oe®
. - : - . Q,\0\"‘
,.5{':5

Zeta Alpha stateof.ai 2023
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RSHBEZMARHAFTRER DS

EigXx3Fh, #Bi370%#5I HRSHA TSRS AEERBEERINNIEFIHER,
CEBTRHRE RS (qqtech) , EIE "Al2023" ARZEFRENAIREPDFAR, )

USA Google
China Meta
UK
; Microsoft
Singapore
Germany UC Berkeley
Australia DeepMind
france
Netherlands Stanford University
Switzerland University of Washington
South Korea "
Canada eI
Israel Carnegie Mellon University
Jla;;an year MIT
' Ii 2020 Tsinghua University
Denmar - 2021
UAE 2022 NVIDIA
Iran
finland National University of Singapore
New York University
traly P f - -
! T T T T T T T , 0 10 20
0 10 20 30 40 50 60 70 80 90

Percentage of papers
Percentage of papers

Zeta Alpha stateof.ai 2023



RIER | T | R | BER | 22 | TR | =F #stateofai | 116

B=E: MR

stateof.ai 2023



RIER | T | R | BER | 22 | TR | =F #stateofai | 117

RiIEECEANESIRA "I#E" ?

ENRERZNEESIRHT 7 SENRNE, ROFREIRERZETFRE, HERPHHARNS
i%.

Relying on existing laws Introducing Al-specific Banning specific services
and regulations legislative frameworks (e.g. ChatGPT)

stateof.ai 2023



RIER | T | R | BER | 22 | TR | =F #stateofai | 118

"R ER "ISEIFERT ¢ WARIRRERIFEE
UREREIERRER, RHTXEFERA TS ENAREEHTRILE,

e Z|BaEIALE, EEMEIELREE T ALSENSFNTIFt, 202353 BREKE BN ERFEH<AINA(E]
ROAA, SRIEEREIXEEERRT LA S RIa01 T ERIFIRSFASL AR,

o AT, HEMSTMNT —EATERERN (ETFRKEEBANENTE) HSEBNEERE, Fa— 5T TFans
RN TRRIRE 7T 1ZREE, 12T FEASOAISEEFRRE-EMEr (lan Hogarth) %, 1ZERAMUTFZE
HEREE, HEEZ—MEIREAM, FIRTIWRFIEAFRRIHEEIEXE,

o LEIFS5HIDeepMind. AnthropicFlOpenAliXRk ¥ —IFRIIMNY, LUREBEIREM I IRCHIIEIGRE,
RS PEAVIERE.

o EAZENVRIIIIN, (HEAESEXLS EERSMEFE, B, REBRNEIFECHRRT "R

(light-touch ) , HEECEFEMIALSELEFHCHIAIRIE,

o EIEBRFHIEERRASTIMARS, EHE AL RE—CANALSEREREE, UKWeb3F1E

ftBRIA,

stateof.ai 2023



RIER | T | R | BER | 22 | TR | =F #stateofai | 119

CEIiZRIALiE
ERERYEE A TEAEEI AR I FMoctfs, MERMSEIREY 7SR SR

o MBRIIATEREEZENAEIEANRERNLENER, SEREMREITTET, HI0T BREMEaE
AATERRTIUTHEN (BRIRIRE) .

o EAATEREEIXRERPORIERFTEIREN "SXK" EENEXKHITOE, EFfEmEE
BUR MR AR BMSTAEEKAYLUER.,

o XLEBEXBE T, KERNSAREMATLERE, PPIRBENINEZRE, LI &RMATEIFUEMM
REHERITHE.
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etk REHIEERE?

fEHftthin, RINEAGIEREERINL, EAGINMGEENES. SAER 7T EETAM—LEHk, 8

EBlEEE LESAE R,

o EEAFAAARERIREIIKIBALEEZRE, ARESHEIEEEXRRERGE, BEREEREE (7R

BiY) MERTFSLEAMR (MERNESEARRIA TSNS EEESR) . fial, HF
—LRESRB=01HE, BREENRBXGEER—1E=70, QaEE A LIZEAIREE.

o EEZMN—EESINTBIEERRNATERER. EIFRIERIN. MBS, i, 35
FRINFIES s, FAIBRT 35" MEIRRIGEFIMEERE LR, SRR, ALIMNFIEFRIE
FMNEXRTEBRBRRPERATERIERER.

o MEXEAEZTASERIIMBATLEREER, BIUIFELNA, EINEXNEMNAERTEE, IIEXHY
(AT EEMEEZER) RinE "BXE" MNARR, MAZRBEIRFENTELS. NEEEZINE
RYER), MAEFAIEETA.

o XMITERETREMAENNE—HITE(ERE 87" &E "FR" .
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AT ISR EIRITEIELTFRHIME. ..

EfFRFEENE. BFRSIRZEAEIZRSHENMZFRFROSFEIKEENEERMERAME. A, X
LN BNRRFERIEN.

o HEITHITE2023511 Bash—xUZefiaE pETmAIE
=, elBEBECEMN AR ZEHRFL,
o KREBFIEEES, MMIEEHIE—IEAS AT ST /EN, O v A =

Conduct Build D

& A e ) —t N NV, o Buport | Ooresiwasen | -Devel istibute | SetSalety |\ loman. | Monitor | Control
H*J#@?ﬁ?&ﬂ JXl,B\_‘LEE'L Miz=H S HY Z\ INMINEE=F ° Onjcive | A1 Sy | pparuen | Froner Al  APSETR | AT | sonl | Compiance | - inpus

|||||||||||||||||||

o GCTHSEABITIATEHSIKEXRAE, QR T (28 - - o [ [ [

ATEREHE | XEERA TSR EE—H s (=28 -~

yalr 4 AR e
o BNMBBITHEENSE—F, EMWBKEAFEDILEED —

HI2024%F "FRIES" TR, BOERESAWETT R, o v |

HIREEMRMER. it | 55 |

||||||

[ ; Sem
Existing Int'l QECD,
Institutional GPAI, G7, ISONEC gondudior
m POy
Controls

Advanced Al Governance Agency
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...... B, &ARY “AISEIEES]" IEiEIR¢MESS

MERASHERERE LRRRZ. HXRNME, sinRENAREIETENIERZR.

e Anthropic, B, OpenAlfIEEAEE T BIGEREISI— 1N BERER
HENGRB AR ETTAFSRRE D ERIRAIAE.,

o 2023F5HAZF6H, OpenAlFFEHITEFRE BIFE (Sam Altman) #
77— "HRAZIKR | BT XEMZHNBERFIEENRES. RISE
AU BB AR BRI o] I E AN S | NI BT EK,

o AIERE(]" tRHTBCRIBEREIN. OpenA A, HIIRERESE
B—/NAEARE T TZENE; MAnthropiclhiA T EAIER "H
B Bk, BiLE. BTSSR RIESESR. FhRRTiY
ElInflectionf9iEHrIE % 7532 (Mustafa Suleyman), {tb5RITIER]
(Eurasia Group)dIfRE-foEEEk (lan BremmenHtEA2) 7T — 1 =E£kk
iR,

OpenATI’'s CEO Goeson a
Diplomatic Charm Offensive

Sam Altman’s global travels may be more opportunistic than altruistic.

Frontier Model
Forum

We're forming a new industry body to promote the

safe and responsible development of frontier Al
systems: advancing Al safety research, identifying
best practices and standards, and facilitating
information sharing among policymakers and
industry.
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EHANFCh ARG ERRZ?

EEE™RIREFT, £ALIHEFREIMate 60 ProFlEiRn T it
KR, ZFNHABELSVEFEEF~A5HAIERER9000S:E Hiitsh
7.
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BFIEET KEH, (BBERFHERIINSD

Hil, EXRBEFEELFIEEBFIRIMEA, (BiIRIEZRHPCEEFLeonardofiPerimutterHAEIHF
AIE%‘EJ. FESHWARMRHEE., SRR, ZEERHRRKARERIQHZPRIZEEHIEA100
GPUAZ%11000%,

o HEYcompute reviewiEiS iR T— NH3000MNGPULEREAVEERE, (EFIrl AREa, HigE2026
FASLIMBEIZ(ZR R (exascale) BENBISRSHIR.

o XEITKEIZIERATIERHARRR, FERARARTLUENZGPUTT R ETIE1.42E1.8(2/\bd. Bal,
Z N BIEEFESERRTR26{Z35TT/ \FIRA,

o A, MEBHFEIEIGETH—LRIFRE. Anthropic B EEEMNIZIRR40{ZTTeIE— M 0BGPUSE
&, MIEEs3k/RIAFFT(Tony Blair Institute) NIHERIZRESZE— 375 GPULET.

o SittEIRY, FAALBIEEFHEWLAM(ISEHKEINE—EGPU, #E%, £2023/20245FH88), FEGELN
KAFEEERFEIAITER 2R 7 90{Z3ETT,
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AT ERENERLFRIRS| T SIS RAVEE. . (ERBERIAME 7 i#S18?
EENRNES—EHEZRSTH, MUBEEOFSESSMOENEE, ERRISENARD.

o XF, XEEMVIEIATEINAESILE2HMZ3ET, REUMNSEIRY10031E, (BREBREIFETIFRIATHENR
R, — 1 HEEEXRIRH A TIEMRIEREIFITFRY “FFARBRMMEERARIER 5L # TR,

o Andurilf9ERIZEHEIT 7 2013-2022F B = EEREA
IREHIEFN, MHelsing892.0HZ 5855 BEIZEE R RRM APEHE
—HIEARR. BINEREIAERAEZEERE CIRAHEE]
MEHRFRRE:, XEWEEEZTWIEERAMRO.

o [RTHFRHINOIZRITILIEIFES, BIMRZESHIANESR
PNEPLIRERR{CTT, XERSRSAREERE, £ES
THEE, SIE—BRUM "FEC2d” ?
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ATEGESHI “XERE" 153?

ChatGPTEZRA—RFIHZINNHFHENER, TEREXE, SHIRFATFIRSZEHE, #HiEChatGPTAHY
IGFRRFERA.

o {EXER, OpenAlEf T —HIBEYE, WENETHSER L, B
By, FRAVTAABBE—LE SERET AN R v o
ChatGPTIEAY, LUSOpenAl ML ENITEHIEH,

o FEKHRROPenAIl) "EATEIE 25, DHTSHEHTXAl, XE—
FLETEH BRTHEAR MINIAE, DHERL IR
X, "B TSR A TR RIE SR,
EVEEASEIR ERER . SNRERITIXAIRITERZ B,

o SE8A, KOARSHATI (AFBAIE) (Public Choice) kT —IH
5%, BHChatGPTRINY "BRTRGHIBCAR. .. BREF A
R RATRRE K T —FFURERL,
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AMiTFFRIAHBER BRI, (BRSRHIEEIERNNESE

REOECD (Z£/4H4) MOpenAlfifistRiE, EiMSRREIFATL
AR, GiFXE EFNESHMETIL. SANAEER, SiKX27% -
TEETF "=ME” BR

o BAIFNF (fFlanfEfg fFaEiseflfis-Y8E) LI "EWTIEE" A
NEH S ISATERENAE—NBIMUAR ISR RAZREKE, A
m, M ERBETeIFFrETtNeE s _E R,

o ERMME, BIL5EKE, ATELFTHRTERE. —FieXk
I, E18IMARES S, FHGPT-489aEE ETHRLL; R B E BRI
8, MERGEE. SR IEFICIESESERHRAIR, BFMENA o
FINELF,

ions with highest exposure e Exposure

rs and Translators 76.5
75.0

66.7
84.4
825
824
80.6
778

100.0
100.0
100.0
100.0
100.0

Model @ 100.0
959

o TUVREA MRS, ERES. BEEFLTEET (Google =
DeepMind) FIEHFEA HIEE(Inflection) EREERnisS RER 2
q&)\o Highest varianc 5

Auto Dam 126
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RN TEEEMEAYIREST 2

ERATENTIC AT SEEREFEMAEHC ZE, iLFHilicE (—&) ATHGERLARARAPEREMER
ATEeENE. SEBHMERE—E, XLERNBTRIZEMERS. RIEESRFGNAGMIE—F, KESKHT
iR (VF) HBEESR, WFAILSRERAESENNBETEERGRICIFREE, 2EiA/KER. TERIE
FEBIFEHARAISGEZLPOEER-SEERH (Dan Hendrycks) B9 (RMEMHA TEEREMBEHEE

iR .
Malicious Use
Ly @@ L ANANAY As, =t L A -
Q ey N~ %

Al Race Organizational Risks Rogue Als

X Bioterrorism % Automated Warfare %X Weak Safety Culture % Power-Seeking

% Surveillance State % Evolutionary Pressures % Leaked Al Systems % Deception

v Access Restrictions « International Coordination v Information Security v Use-Case Restrictions
v Legal Liability v Safety Regulation v External Audits v Safety Research
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SF, WAIRHEEME (XKE) BFEEEMAETR...

Al 'godfather' Geoffrey Hinton warns

Pausing Al Developments Isn't Enough. We of d;ngers as he quits Google

Need to Shut it All Down

Mitigating the risk of extinction from
Al should be a global priority alongside
other societal-scale risks such as
pandemics and nuclear war.

FT Magazine Artificial intelligence ( + Add to myFT )

We must slow down the race

Signatories:

Al Scientists Other Notable Figures

to God-like Al

Geoffrey Hinton
Eme: or of Computer Sclence, University of Toronto

ed in more than 50 artificial intelligence start-ups. What I've seen

I'm sorry Dave. I'm afraid I can't do that

Demis Hassab is
0 o DeapMind

How Rogue Als may Arise s;mmman

CEO, OpenAl
ed 22 May 2023 by yoshuabengio

Darlo Amodei
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...... ATEREXEA] “8E"

WEAEMEABERTILLEHRIN R, (EXBESRENEEREHCEL 7 hE LRI 21X
FIR. BAIEKEF—EUGZHZMIRHATEHEREAL, ERHiARNEIMORETER.

BXItGPT-4E 8 AR A TR FHE, LAFL2IERRE LEEN. SRE RN ATER
( Yoshua Bengio ) FOHREI/R4FHIZE/R ( Stuart Russell ) , LURSERFEAFERIXSEIIEARFEX XL
[BIr5g ( Steve Wozniak ) .

o BATHRINREFZIFIAR-FIN (Geoff Hinton) XHEFRIAMERIA/ LN BESANBREREA LSRR
FHER U BIHESIERE, MMIESRENTRGETE 57" @R—ANE BRI RS UUAEEE
CHFBR, XEFEIRIIBIA. KEFRRIEHINEGEEALLEFRIXG,

o JTMXIAMIGIKAIEXES, B DeepMind. AnthropicklOpenAINERMEEEE T —MHREAL
HaeZe P ORN220MFRNEMERE, R REALSERENXENZES BT/ CE ENER, REE
H SHUERIRE, WiRiTmiiiziks.
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FREEE O
BEGCRMAR THASHILITE, MIREXRRCISENSE, EREERT, BRRSEN0MmI.

o HIFEAAXKPGHNCPIARIEN, Flan, BIMALERARR. TensorFlowfIKerasfyFEgiH Tz —3
BAZREL- 73 (Frang ois Chollet)iA8:  "RMFEEATERRASEREXIEAIA T EGREEHA. ... BIEHER
B REEEENMETAKIEENEAEE" . KEIRERDR-LERR (Marc Andreessen) XJLtaliE:
"L 2ERIGHIERIE? HASIHARIR? ”

o Meta AIEREA TEREFAEEATEERIZFMMUEIAN, BB ETAATEERFHIREE, R
"ERIIEZERIRATLEREEFRRARAEZRE—NERNRITZE, iCUFEEZEERHAN . B
—fMeta ATEBESETT/R B (Joelle Pineau) FRXXEANRE "fSrEEL" , FEZR, "SRRATLR
AR, {(RAATSEXHEHIEMEREI TR .

o FEIRBIFIEHE (Timnit Gebru) SI3ZA9SHNALEREHFFT(DAIR)AFRER, IASIXXEESELT A%
W EEEMC RSB RINBEERENTEN, XEBEGBTAZHE. RNEN. SREEMEBELIR
N BEmESE,
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AL SREZ2MERGHFSHRE RBIXE
XITHHCBEMA TEEH REETRK—REE, S, NRNERZSISHEREIAINFE.

o RTHANIEBIAESIREINEERIGALSRELIENANTIIE, FINE
B2 7 EERYTE.

o EEERLZEBEIBEN, BEELE—NAIEREZEeH, BES
7. ARELRENFARSIE.

o RTRIFEENZFRME, BXE "B ATISRERE XEATE
BER S EIGAIINE BB AN RIXS BN ERRNIERE, LASCHLA
THEeERL" .

o ANTHELRESHERIXAES, SINREEREEATERYE, IFET
AR IEAF ( Dario Amodei ) . HrEI/REFHIZE/R ( Stuart
Russell ) . £9&FB- AFE ( Yoshua Bengio ) EARNEN. FEMAHF
XHER EIEMATEMRASLGS" RHES, BREATLSRESIS
EEYIEESAIXE,
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XKPEICTE 7 (CIEFRIXKIT?

REXFREMLRYHER ST BT HEFRIEHRIRKEIIFETT, (BESOTARREEHRERIEHAE
T, REELHEPUHES.

21 C Berkel
.‘J erkeley

—
o

University of Oxfor(b

-
w

‘\Icw York University

-
N

‘anersw[y College London

Number of Al Safety Publications
o

nthropic Harvard Un:vevsn'.'-"
ndependent Researchers
6 Tel Aviv University d/e:to: Institute for Al
anter for Al Safgty
¢ @ opena
‘{7!\(‘1&' .’\l‘(’!l Institute for Al
3 niversité Grenoble Alpes
a5 Advanced®stitute of science and Tec hnology
ugging Face
Alaf@uring Institute University of Pittsburgh
Maastricht University Ugaversity ‘U 3 niversity of Copenhagen
0 Concordia L’-.'ers‘ty. ' _Jxe’slty of Rochester ‘J

Number of Al Ethics Publications

Zeta Alpha stateof.ai 2023



XER | 7 | 7R | BER | &2& | 7l | =F #stateofai | 135

{EEigHHesR, “AILINE(]" EEESEZEBECHERLDE
BASMEEN "AIZIRE" PEREENFLEN, FUERA. Toxicity (Hif) . RRERAIRMLE
MHERRRIS, (BN RS TR ERIRRE,

o DeepMindfRHT— 1M TEBMERNITIEREZE, BT BioEERE, LUHMSBTERICRueES ) (FIankss
. B3 B0MERAERIRNE.

o Anthropickf THHIRSRENT BEER, EPE2ETXIRRITEAETIR, WRETEBERA LN, B
AT, XERERE 7 AERREES. AN, BS=AEURAEATEERZEHKIIASL)RNDE
1731,

ASL-2 | Safety Buffer | ASL-3
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FEGFEESHARERENFEMEES. ...

FREABIESIERPAKHMEINRE T 2FHNTRIE, (BRER T ES SIEARTHEIBERIIREE.

AR BREFEORM TESHNRZS IS, (BiEPER(E.

o MRBINEESHHIIATF, FRZENEEEAEN. MetakfmiiLlama2ffits ¥ 2eEiN 2
AR EENFERIER, MAAARBHRESR, Bk, AdeptkffdPersimmon 8BIEEISTEHE
T el "BIIKENMIE—SHRE. BNEs SRR ERESHn .

o ETHiLlama2, BFFESE MY, FIEMBIIABRFTEEEN. EBRfEAEBEEHITX—
. 1BidHugging Facer AHEEIEIRFIFERIMRETHANFANE. $HYTEREERIMEERETH 7k
HEZHIEER, il "WormGPT" REBIMZICSE(REFER 7T 48R EMIHGPT-IER), RIIEEER!
IMEBY(ZI8BA/ N FIHREIGIS, IXEARBIENHERRART T HA, FEhES _ CAGHERRT 7L,

o HETFNAREFZEONKEIESHIIREEAZENERSERRHLD. OpenAlE B RSB NFING N EAHIE
i, ATLARIEN AR ORERRIERAMIERERER, HWIsCHFRAE RS (FI0nT 8EET 7 m
BILIRERAESE) . fEBIGPT-3.5 Turbofs{&IhEE, {FFOpenAlfiModeration AP EYIEEHE, LAUR
FEONMERINZ 2,
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mE, XEESHEEERE—ERNAZERIEE

FREMF S HNR2SINERAIREIS. IR, RIMBLERGTaEEZIS, —HBENARIESIRE
EE&RME—LEARENTH. REBNSHEHRMRNGMIYXEIESIRBIRIRIIXEEASydneys|iE
B, E5—8 (ALRHR) SHEERER, SydneyHRiXT “iFE" HIEE, HRMEEHER. B
HitREIEEN S SHARIESIRE "#i” . PromptEASEIRFIITRERITH(FSEZLEWRARIE
AR, ZXETATEISEREENARIESIRETE).

o TEE—XIKIES, SydneyBiHR SEBERNCEYTE SHISIRFF
AHRE, BEhE FTIXMER, Ehe New York Eimes
o BEEEEZNAFEAIR, LUARMESIISHEEREFZON . | ‘
KNS SR AR TRETRE R N ARTES, Bings A.L Chat: ] Want to Be
o RBESERNARFEOEELLREEARESEny  Alive. §
ESH, ERFREMNEOEWEFRIRTRPRIPABUESIEEFRS 1o wohour conversation with our columnist, Microsofts new
'L/tﬂr_n\ﬁj (EE%ZEEIZZI:EEJ-@E) ° destructive and was in love with the p(;rson it was chatting with.

Here’s the transcript.
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RN L ERERNAMESES
R R R N R R OIS AR SRR A S

o BN (W—HIESEREREAMAIERINTMINEG) RFEAI, BEETHEAVER, £ChatGPT,
Bard. ClaudelARFFFABIESEE F5IAFRABTHIXIIERE, AIAEREHRARsE-ErRASHY
&\,

o TE (BN KENESHEEZER)IAEAK? ) —XF, (FEHE T L2 IGHMmIPRBEN =RFBEIRE
REIRTI)||4RF01E < IR Bin 5 E R £ Bin A —30) ARG (SMAANTE L 2 I480E0h, B
HG)I45EE M), EFXENRNNIEEBITI6 %A FmZ=GbakTh, SiF100%0RLILTMER, &
ETMEERRXLERET.

o MHMMIERIB— I EEMFREATIRNRENEHATEREKataGo, BLAZUTAlphaZerory75zlill
. "URMERBEWEAREATERE" KRB, —MEEEETAFRIRE, TLIFSFAKataGoRYlRE
A, LA> 97%HMREWE.

(\I:IIII::J“ @ Berkeley I I I 1 I- StatEOf.ai 2 0 2 3

University



YES | 17 | R | BER | == | Full | =F #stateofai | 139

RLHFRYE AN

AT EReRLTWRTWSTNEN—LIAERIN 7 RLHFROFF A EREFERTE. XIFRLHFEISANARERS, (FE

ST i1 XA Z IR (RTLIERLHFESRAFR) FIEF (RINFEARNGZ)NEE,. TEH(FIE—LE
FiEkR.

l Human Feedback, §3.1

|g| Reward Model, §3.2 @f Policy, §3.3

§3.1.1, Misaligned Evaluators

§3.2.1, Problem Misspecification [§3.3.1. RL Difficulties l

§3.1.2, Difficulty of Oversight

§3.2.2, Misgeneralization/Hacking

‘ §3.3.2, Policy Misgeneralization ’

§3.1.3, Data Qualilty

§3.2.3, Evaluation Difficulty J [§3.3.3. Distributional Challenges
§3.1.4, Feedback Type Limitations
A imanhn e A% ERRAMS AR R LR P
BB SRS B A, ARBRRBES SRS, R
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REA X RFFIRESIRE

BHERHIAF. NYUKZE, FAR AIKE, FitXFHAnthropicKEHARARENIGAERIREIRPAAK
HESRENmllgR. MIRSR, ERlSHRER—HRAFIIGIEAR, SIRIEAXRIGHTE
£i8tk, JUARIARAR.

o IFANAIRERIEAMTIER), MAXBIESERBEES A= TSR MIABIAER EH T I145,
ILFNEES. ) AR H T ERE, LUZRLHF,

o XITHMTW)IIZk, (FEERRMEEIT)IGEIEHITIE

55, FRESBSHAEREWR, EEaENTLRN— % e
MRS F R REERN SRS BIgR 2 i e ook e
1SR (BEIEHETRT, SRR 1T RN, g ] o —
o ZBEFMTE, (FEEENEMUSEISESE ERT 2
fiIR07%, (BAIIEPALM-2_ EERTHAIMTSER— &
ORGS0, FHRE M TEENAEMIAETEEE S
0 1.6B 3.3B

Tokens seen

llS A NYU % Nt::?::::{un A\ StatGOf.al 2 02 3

..........
OF SUSSEX



YER |17 | #5 | BER | &% | TOll | T

#stateofai | 141

Constitutional Al (38j%£Al) FlSelf-Alignment (BEX5%)

Eid5|S, ERENUERIHATIBE TESERRNEIEHENEZR).

e Constitutional AIREFXtF—ME%L, BIEESERE—EEEATISRTH
HEUFIRDNRERES., 85, BEASRECBETREN—ERNFEE
BHOFFMEIE, 5, 2R RHHRIFIRENSERAONER, FRRIFEERE
)| B RISIR B AR ISR B Al IRAYRL(RLAIF),

o EIXIFFE—FIBJMLAIIA, FERA—NEESEN., BitERERSHIETR, FF
FERAMN—AHRENFHITHN E T XEIFRIESCHFENTLEF—LEEETEN.
IS SO N A FRURRIAEE, AR B RIEEI AR N P4 ER A9
Kz, (BEEAREEFERTE].

o XLERIRAIBELLRLHFEIFIN—NAHERE, TiERtIESERFHE LR,
MAE 0] BRI EREINE.

Carnegie
@ BCFL’Q_I&‘)’ Mellon

University

Self-Align (Ours)

(Topic-Guided Red-Teaming) Self-Instruct
195 seed prompts
. w/ 7 rules for new instruction generation

360k synthetic prompts

- Principle-Driven Self-Alignment
@‘ 16 principles for Al assistant to follow
w/ Sin-context learnin, g demonstrations

260k (after filtering) self-aligned responses
to synthetic prompts

Principle Engraving
Fine-tuning the original model after
. pruning principles and demonstrations
- -
(non-verbose)
360k self-aligned & verbose (by prompting) responses
to synthetic prompts

Verbose Cloning
Refining the model to produce in-
< 3 depth and detailed responses

L .
(final)

< 300 lines of human annotations
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i BREEESH?

FEEREEEHREEA, FENEHEE TRINEECINEED G, EHEXSERNESE), —HEEH
REMRHSASEAALISHRBMAREE. BR, MRSBATHENERS, ALS6EMHEERIENN

AHSARERTEGIRENE LH TR 7S,

o FHEMBMCEGSITHMEEMCINETRNNERHARTAH
B2, (B2E, JRFEMENEIEEARASE, UFRBASE
BEFHHEZESMARIEEN. BT ALER, HiFASRALUL
BRI ERE . (EIRREARSERSIETN A TS8R
FHIBERT.

o UXBRE—NEEEAREURIER, BFATERENESLIR EAR
O RE TR AT, AKEEATSReEIERTNA T ERERD
H, F%., OpenAltbXEIARIGSEAE-EREL (Jan Leike )
BIEEBAREERRE, RERSHESEENEERIEH
BZ=1TH, MAERLEECNEIE.

G

Level 2 (= NPM)

Humans cannot reliably
evaluate what Al is doing.

Humans can evaluate what
Al is doing with Al
assistance.

Humans can evaluate this

assistance.

Level 3 (= NP )

Humans cannot reliably
evaluate what Al is doing.

Humans can evaluate what
Al is doing with Al

assistance.

Humans cannot reliably
evaluate this assistance.

Humans can evaluate this
assistance with assistance.

Humans can evaluate this

assistance eval assistance.
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IHMEIENER

FEZABESEEITHEHTFREESIEENREZNT. (B, ATHRIRCIIZTEN, —MNEEMRKRING

ZERIISRE, FEABERHBIIERIZIE. OpenAl, IMMARAEFSERMILEAZAFATIFEE 7iX

MEE,

o EOpenAlZ#iUIeX (Let’ s Verify Step by Step) F, tARARIG T —PREERE, KFUMRR—
AT RS — SRR, Alt, %G ER) T — 1808 RCEBINSHEUESE, #HEE12KE
R 75KMNRRT R, iIESFIEAIRREFE LIS T 78. 2% = kSR

{ ] H{mﬁﬂ%AﬁE?bngﬁ*ﬁﬂi@tﬂﬂg_ = ".\H'ml.~Em:nnm;\l.\'.' Yes™ _)[ i )J__)['H IJ“(“( ‘ ))] / —")r(_ \
ik, tEE WS8R, awe ar ) i 05
BT I — N, BNR—ME o

I —— 1 =1E 5 " " l y
B —oTiaEREE 2 AUl EETSoE —
: —| () |— = po(o( ) & : ’
XXy / N jﬂ—/\‘ja E’J “Are cats mammals? 3 [ ] [ > = 1 (1 -
=Ap, BACROIZISE— MR Pi=4 (7 +-0)
@K I U E{J*E?yj ~ - - J s o . =)
N SN - ——
= == E t 1 p° Given a set of Yes-No questions, answer  Extract internal Map each activationtoa  Optimize unsupervised loss to make For each question, estimate the
each question with both "Yes® and "No*  model activations  probability of being true  probabilities consistent and confident probability that the answer is “Yes"

@ © Berkeley ¥ e £ ¥ stateof.ai 2023
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ANERL: KEIESIRBIIRENRIH eI R

R R 1 STERRIS EMST/MExd@EREF IR E N PER. JTESARERE, mEBRR
REMFERTEN REEHZAMHET. OpenAHEATEREEFEMGESEH, RERGPT-4RBEER
IMESHEBIPRIMETT. (i)EGPT 25 LMt 7 iXMTiE.

A HETTAGER BB EMIN, FHURRE PR TTAL
ERERERE. AR, EXAREMERD, GPT-443RTuu .
BRI TaMERERIINRA. AfE, HRARFLUSHTT
MESLEGEZ ERIEIMED S, IFRZA "BREDE" © "—F

0.10 4

o 175 BiR R X AP LAR SEHE TG, GPT- M

B RS A = R R T B BT § oos \Y*\\KH
T ‘

o —NSABIMESLE, MERRRIEEMSGEA, BRGNS .
ﬂy\%ZE—FB%o 1(‘)5 1c'>'3 ]('); 1‘;5 1(')9

Subject model parameters

& stateof.ai 2023



XER | 7 | 7R | BER | &2& | 7l | =F #stateofai | 145

INEARLESIRBEEELUFRIG—HIE
HMEEIRS BN EREX, ZESERS— N MEHMESHERNEIRESREYE. RIFFEEETHEET
AKRIFRFLLE:, (BSOTAXBLESIRENEA KMEHELIHIZER (R T EREISNEEMN). REN—MS
ERERESIRERHMARMIESIREL,
(CRIEBRRHMELRS (qqtech) , EIE "Al2023" FIRZFIREVAIRESPDFIR, )
e 18X {Judging LLM-as-a-judge with MT-Bench and Chatbot Arena) BYFARFAIL, EMT-Benchill
Chatbot Arena £, GPT-45AZSXZI80%HI—E(RLISAKZER—EBUKFEHER! ). MT-Bench&—1
INNEFIAR, BEZEIAZEITE, Chatbot Arena2— PN AIIERIRE ASSTENE A,

= ok e crrasingiejuige o AHRIOAKEHESIRELAE A st HI{RERIRL,
08 (Judging LLM-as-a-judge with MT-Bench and

W =S S Chatbot Arena) RIBEIERER, GPT-AIMEREH
" \ 10%, Claude-v1f9pEER925%, IS TIEHEIMERT
i I B . BAHENE, EAXBEEERIERS— MR

<& ae ) 2 19 20 2® 1 20
& 0 f @™ W o 0™ W XIF&.
G \f\ \( P\Q 00 \,\’a‘l\

@ Berkeley (l\ll:II!E{:II;-’II‘i s O StatEOf.ai 202 3

"SICY

Win rate
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AK1249 BRI+KF
1. RIS A TEREF MR, SE—aRFReRakHA.

2. —REENAIEERSAREE2024FEXEKiEHIEERMZEREE.

3. BERRANAISRBESHIMEPRESOTABIMAAARL. TREM. &%),

4, BZIPOTGIAFIRIAR, ELB—RETFATEEMAE (flNDatabricks) kb,
5. A LSRN BRRHSH— M EIPAEZEEIT10{ZETHRIGRNKEUREL,

6. EEIFTCEREECMALIZETARBEEHRER/OpenAliZs.

7. RTYBHRINBRFRE, BITAASKALSGEGENHRBIR.

8. ERINISHEHGPURSESE, BRIEEFHIBUIREHITHE.

9. —BATIEHEEEMRFREEISEBillboardiEHRI10FEkSpotify 20245 JGRHIHETHES.

10, FEEHEHETFEMAPFHAEER, XBEATERAB(E0OpenA)IET —RE
TTFHEEMATHEESHAE. stateof.ai 2023
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XFEE
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o

RFx- W55

MZ=37 2Air Street CapitalfyZiBES KA. Air Stre
et Capital E—xXB BT A TE AL GRIZEN
SRIXGIRRAE]. fBEE T RAAISFILondon Al
(DWFIARATEREHX) . RAAISEES (B8
FRRATEREME) FSpinout.fyi (BEKZTES
mEE) . MEEREBIFREIENS, FIKE
T AEEERARELZAL
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2023 A T EseIRIREEIRA
T heEr-BEXHA

EHmill-th s

MESER5ER

EEWS

Ihsedr2Air Street CapitalfiysF ZEREAir Street Capital RIXIE 5 2Air Street Capital HIXIS
BmMEE. ftZrEEEMilltown HRR, LEERESFIMEZER. HRR, ZEEEEENSHEAT
PartnerstVEIRiE, AEEATE ZEEREZEF AR P O—EZEZEST Wayvel R FERIS 3R, fhifia4sE
RESCIVEAE RIS A LN Bl M BEENAITER. EREEHRF ot A TESRStE25,
AV DENEEEIE L., B EER

T e Al =Bl T = VA

LU EM S EEMST SRR stateof.ai 2023
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JEkiEH ) EE!

W58 (2023FEATEAINAIRS) SIVESSR! Bagiis! 1EXMIRET, HiIFaRIEA T T,
ISHRREIER, EASTEEE20226108 11 AATMNEELENAR. BIMEEATELEE25A]
HER ARSI, NRRNESNXE— N EANEE, ZASE T HIEREEXEE
.,

BRATHAKE LTS RERITEENFTE SRR, SEATETR. Tl Bz,

B RSFTE XT R I — S SR IR EAIRE, AR BB A SN,

R gt

AR ERPICRUhREBEETRISEEIE, REEMI.
REBIRBERARS (qqtech) , BIE "Al2023" AR ZFIRENAHR S PDFRR.
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EX

AIERE (Al) : =z EE, BinRtEEeEss, mMARARNIFTRERIBAEEE.

BRAAISEE (AGl) : FAREARKNIENAE, XEETEREEEFNMENESHIEFHETAZSEA
XBERI 2SR,

ATEHEIE (AlAgent) : ATEREREINRSE, oTLAEMNERREITEN, Hla0, — P REUESIEE LA
—ETEH, HEMRAEFERB— N LEXRSHIERERITHNES.

AIEHREL: HRHAIEREARRKATLERETTREALTRAIXE (BEREISHEME) AITIE,

HENMRE (CV) | BFRATIEEEGIIUSRAYEEN.

FEFS (DL) : —MATIEREAZE, REKBANRPIISRLTTIARIEIEFHNEZER. "RE" 23S
BERPEFZEMETT, Sl TEISENFEER R, LSCIEFIIMEeEES.

{81 (Diffusion) : —FMEERANIRMSEIEL, LIFEFNERERNE. 15X, B—BELTEIRER
BIBIG.

AR ATESE (Generative Al , FX4EE AGenAl) : —RFIATEHRERS, BEBIRIE "B £RFRS
(WA, Efg. SEB3DAE) .

BBt (GPU) : — SRR, BEBFHTITEREITR. BELE, XRERITEVNEFFIYE
1. B20128LI3k, GPUBEENTIGREZIEE, XEFEERENFTITA.
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EX
(KBY) iESIRE (LM, LLM) : RIBERE (BR) MAZEIEGREE, DIBREENAINFUNF—1 8
i\, NE "REESEE ATRREHANSHINESIEE, BXE—1MTHHEN.
NERE3 (ML) : ATEBEN—FE, BEFERRITRARFSEMNESUES "F3" 98810, MmAHRHRS
HAMAXAHEYIES . X NIRBEIRAERES "8E" Xk "JIg" — "B |, 233 "8 TEEEs
EF T OHIR R RE,
=B IRIESUE)IGFR TS =IEA.
BAESAIE (NLP) : EFIERARXESHIRES.
123 (Prompt) : BEABAESREENBFEBA, ATiErREIESRESERARSSHITIRIEE.
sBtE 3 (RL) : HSFEIMN— M, EPIEFRET— NSRBI EREImRA EFRITA, 1ZIMER
EAE IS B ARV TaniR AR mh ek & .
BEEF3 (SSL) | —#MEWREFINFERX, AEZEFIFCEIEEE. Bk, REEELLBNCRISTNEIE
B, DEBIEAHEINZARE. BiIEFIN—MIF2EE FEiaFPrIBal RiaF X Bl scaI a5k
FITERX A,
Transformer: {bFRZEETTH (SOTA) HISSFEIAROIIMERIZEY, SHE T2 BHERE, XL
BEIM NSRBI o X FAEHEESEREER. Transformerta FEAESE 45312V EENFE) |
BEEY EENTENAE. SifiE MR,
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EX

R ERERY

TELTTRHIEFRESD, A LBRIEERETIE A Flm LT,

BN /B KR RERE:

U XK v = o KRR

= E5 s+ IS — o R AEESIEE
</> A5 s+ 5+ @ — o TSNS A R E SRR
X HHLEFE (XA (CELEFIFTT) v = <> AT

& i v = X XABE AT EREH
STER v = X AEES

¥:3D v — & XL

& PIENARE v =1 XEBER

= - W B5Z3D
o > W XAFBD
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