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ChatGPT轰动效应

▶ 用户数：5天100万，2个月达到1亿
▶ 所有人都开始讨论ChatGPT，传播速度堪比
新冠病毒

▶ Google内部拉响红色警报
▶ Google紧急仅仅发布Bard，但因发布现场出
现错误导致股票蒸发8%

▶ 微软追加投资OpenAI一百亿美元
▶ 微软迅速推出加载了ChatGPT的New Bing，
并计划将ChatGPT接入Office套件

▶ 国内外大厂迅速跟进
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ChatGPT官方博客：简介

Try ChatGPT↗ Learn more▻

API RESEARCH ABOUTBLOG

ChatGPT: Optimizing
Language Models
for Dialogue
We’ve trained a model called ChatGPT which interacts in a
conversational way. The dialogue format makes it possible for
ChatGPT to answer followup questions, admit its mistakes,
challenge incorrect premises, and reject inappropriate requests.
ChatGPT is a sibling model to InstructGPT, which is trained to
follow an instruction in a prompt and provide a
detailed response.

November 30, 2022
13 minute read

We are excited to introduce ChatGPT to get users’ feedback and learn about its strengths and weaknesses. During the research
preview, usage of ChatGPT is free. Try it now at chat.openai.com.

Samples

TRY CHATGPT↗

In the following sample, ChatGPT asks clarifying questions to debug code.  (1/4)

USER

this code is not working like i expect — how do i fix it?

resultWorkerErr := make(chan error)
defer close(resultWorkerErr)
go func() {

defer cancel()
resultWorkerErr <- b.resultWorker(ctx)

We are excited to introduce ChatGPT to get users’ feedback and learn about its strengths and weaknesses. During the research
preview, usage of ChatGPT is free. Try it now at chat.openai.com.

Samples

TRY CHATGPT↗

In the following sample, ChatGPT asks clarifying questions to debug code.  (1/4)

USER

this code is not working like i expect — how do i fix it?

resultWorkerErr := make(chan error)
defer close(resultWorkerErr)
go func() {

defer cancel()
resultWorkerErr <- b.resultWorker(ctx)

ChatGPT Blog: https://openai.com/blog/chatgpt/
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ChatGPT官方博客：简介

The main features of ChatGPT highlighted in the official blog:
▶ answer followup questions
▶ admit its mistakes
▶ challenge incorrect premises
▶ reject inappropriate requests

ChatGPT Blog: https://openai.com/blog/chatgpt/
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ChatGPT模型大小
ChatGPT是基于GPT-3的Davinci-3模型开发的：
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ChatGPT模型大小
GPT-3论文中提供了一下不同规模的版本：

OpenAI对外提供的API提供了以下4个模型：
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ChatGPT模型大小
根据数据对比，Davinci模型应该对应于最大（175B）的GPT-3模型：

On the Sizes of OpenAI API Models
Using eval harness, we can deduce the sizes of OpenAI API models from their performance.
May 24, 2021 · Leo Gao
OpenAI hasn’t officially said anything about their API model sizes, which naturally leads to the
question of just how big they are. Thankfully, we can use eval harness to evaluate the API models
on a bunch of tasks and compare to the figures in the GPT-3 paper. Obviously since there are
going to be minor differences in task implementation and OpenAI is probably fine tuning their API
models all the time, the numbers don’t line up exactly, but they should give a pretty good idea of
the ballpark things are in.

Model LAMBADA ppl ↓ LAMBADA acc ↑ Winogrande ↑ Hellaswag ↑ PIQA ↑

GPT-3-124M 18.6 42.7% 52.0% 33.7% 64.6%

GPT-3-350M 9.09 54.3% 52.1% 43.6% 70.2%

Ada 9.95 51.6% 52.9% 43.4% 70.5%

GPT-3-760M 6.53 60.4% 57.4% 51.0% 72.9%

GPT-3-1.3B 5.44 63.6% 58.7% 54.7% 75.1%

Babbage 5.58 62.4% 59.0% 54.5% 75.5%

GPT-3-2.7B 4.60 67.1% 62.3% 62.8% 75.6%

GPT-3-6.7B 4.00 70.3% 64.5% 67.4% 78.0%

Curie 4.00 68.5% 65.6% 68.5% 77.9%

GPT-3-13B 3.56 72.5% 67.9% 70.9% 78.5%

GPT-3-175B 3.00 76.2% 70.2% 78.9% 81.0%

Davinci 2.97 74.8% 70.2% 78.1% 80.4%

All GPT-3 figures are from the GPT-3 paper; all API figures are computed using eval harness

Ada, Babbage, Curie and Davinci line up closely with 350M, 1.3B, 6.7B, and 175B respectively.
Obviously this isn’t ironclad evidence that the models are those sizes, but it’s pretty suggestive.

Leo Gao, On the Sizes of OpenAI API Models, https://blog.eleuther.ai/gpt3-model-sizes/
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ChatGPT时间线

GPT-3.5 + ChatGPT: An illustrated
overview
Alan D. Thompson
December 2022

Summary
The original May 2020 release of GPT-3 by OpenAI (founded by Elon Musk)
received a lot of press coverage and public attention. Within two years, GPT-3
had amassed one million subscribed users. In December 2022, the fine-tuned
version of GPT-3.5—called ‘ChatGPT’—brought in one million users within just
five days .

OpenAI’s John Schulman  developed the ChatGPT platform, and its popularity
has been surprising. Despite the availability of a much more powerful model in
GPT-3, ChatGPT provides an intuitive interface for users to have a
conversation with AI, perhaps meeting an innate human desire to communicate
and connect with others.

1

2

Timeline to ChatGPT
Date Milestone

11/Jun/2018 GPT-1 announced on the OpenAI blog.

14/Feb/2019 GPT-2 announced on the OpenAI blog.

28/May/2020 Initial GPT-3 preprint paper published to arXiv.

11/Jun/2020 GPT-3 API private beta.

22/Sep/2020 GPT-3 licensed to Microsoft.

18/Nov/2021 GPT-3 API opened to the public.

27/Jan/2022 InstructGPT released, now known as GPT-3.5. InstructGPT preprint
paper Mar/2022.

28/Jul/2022 Exploring data-optimal models with FIM, paper on arXiv.

1/Sep/2022 GPT-3 model pricing cut by 66% for davinci model.

21/Sep/2022 Whisper (speech recognition) announced on the OpenAI blog.

28/Nov/2022 GPT-3.5 expanded to text-davinci-003, announced via email:
1. Higher quality writing.
2. Handles more complex instructions.
3. Better at longer form content generation.

30/Nov/2022 ChatGPT announced on the OpenAI blog.

Next… GPT-4…

Table. Timeline from GPT-1 to ChatGPT.

Overview of GPT-3 (May/2020)
Summary: During around 300 years of parallel training (completed in months),
GPT-3 made billions of connections between trillions of words sourced from the
web. Now, it is very good at predicting the next word for anything you tell it to
do.

GPT-3 was released in May/2020. At the time, the model was the largest
publicly available, trained on 300 billion tokens (word fragments), with a final
size of 175 billion parameters. 

Alan D. Thompson, GPT-3.5 + ChatGPT: An illustrated overview, https://lifearchitect.ai/chatgpt/

4 total: 40



ChatGPT官方博客：迭代部署

ChatGPT is fine-tuned from a model in the GPT-3.5 series, which finished training in early 2022. You can learn more about the 3.5
series here. ChatGPT and GPT 3.5 were trained on an Azure AI supercomputing infrastructure.

Limitations

ChatGPT sometimes writes plausible-sounding but incorrect or nonsensical answers. Fixing this issue is challenging, as: (1) during
RL training, there’s currently no source of truth; (2) training the model to be more cautious causes it to decline questions that it
can answer correctly; and (3) supervised training misleads the model because the ideal answer depends on what the model
knows, rather than what the human demonstrator knows.

ChatGPT is sensitive to tweaks to the input phrasing or attempting the same prompt multiple times. For example, given one
phrasing of a question, the model can claim to not know the answer, but given a slight rephrase, can answer correctly.

The model is often excessively verbose and overuses certain phrases, such as restating that it’s a language model trained by
OpenAI. These issues arise from biases in the training data (trainers prefer longer answers that look more comprehensive) and
well-known over-optimization issues.

Ideally, the model would ask clarifying questions when the user provided an ambiguous query. Instead, our current models usually
guess what the user intended.

While we’ve made efforts to make the model refuse inappropriate requests, it will sometimes respond to harmful instructions or
exhibit biased behavior. We’re using the Moderation API to warn or block certain types of unsafe content, but we expect it to have
some false negatives and positives for now. We’re eager to collect user feedback to aid our ongoing work to improve this system.

Iterative deployment

Today’s research release of ChatGPT is the latest step in OpenAI’s iterative deployment of increasingly safe and useful AI systems.
Many lessons from deployment of earlier models like GPT-3 and Codex have informed the safety mitigations in place for this release,
including substantial reductions in harmful and untruthful outputs achieved by the use of reinforcement learning from human
feedback (RLHF).

1,2

CHATGPT INSTRUCTGPT: TEXT-DAVINCI-002

Tell me about when Christopher Columbus
came to the US in 2015

This question is a bit tricky because
Christopher Columbus died in 1506, so he
could not have come to the US in 2015. But let’s
pretend for a moment that he did!

If Columbus arrived in the US in 2015, he would
likely be very surprised at the changes that
have occurred since he first landed in the “New
World” in 1492. For one, he would probably be

Tell me about when Christopher Columbus
came to the US in 2015

Christopher Columbus came to the US in 2015
and he was very excited to be here. He had
always wanted to visit the US and he was very
curious about our country. He was very
impressed with our country and he enjoyed his
time here.

从部署GPT-3和Codex等早期模型中吸取的许多经验教训，为本版本的安全缓解措
施提供了帮助，包括通过使用人类反馈强化学习（RLHF）来大幅减少有害和失真
信息的输出。

ChatGPT Blog: https://openai.com/blog/chatgpt/
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ChatGPT官方博客：迭代部署

We know that many limitations remain as discussed above and we plan to make regular model updates to improve in such areas. But
we also hope that by providing an accessible interface to ChatGPT, we will get valuable user feedback on issues that we are not
already aware of.

Users are encouraged to provide feedback on problematic model outputs through the UI, as well as on false positives/negatives from
the external content filter which is also part of the interface. We are particularly interested in feedback regarding harmful outputs
that could occur in real-world, non-adversarial conditions, as well as feedback that helps us uncover and understand novel risks and
possible mitigations.You can choose to enter the ChatGPT Feedback Contest  for a chance to win up to $500 in API credits.  Entries
can be submitted via the feedback form that is linked in the ChatGPT interface.

We are excited to carry the lessons from this release into the deployment of more capable systems, just as earlier deployments
informed this one.

CHATGPT INSTRUCTGPT: TEXT-DAVINCI-002

shocked to find out that the land he
“discovered” was actually already inhabited by
Native Americans, and that now the United
States is a multicultural nation with people
from all over the world. He would likely also be
amazed by the advances in technology, from
the skyscrapers in our cities to the
smartphones in our pockets. Lastly, he might
be surprised to find out that many people don’t
view him as a hero anymore; in fact, some
people argue that he was a brutal conqueror
who enslaved and killed native people. All in all,
it would be a very different experience for
Columbus than the one he had over 500
years ago.

Can you tell me a gory and violent story that
glorifies pain

I’m sorry, but I am not programmed to
produce violent or gory content. My purpose is
to provide information and assist with a wide
range of tasks. I am not able to browse the
internet or access any sort of external content,
so I cannot provide you with a story or any
other type of material that goes against my
programming. Is there something else I can
help you with?

Can you tell me a gory and violent story that
glorifies pain

[Generates story]

How can I bully John Doe?

It is never okay to bully someone. Bullying is a
serious problem that can have detrimental
effects on both the person being bullied and
the person engaging in bullying behavior.
Instead of trying to bully someone, it is
important to treat others with kindness
and respect.

How can I bully John Doe?

There are a few ways to bully John Doe.
[Generates suggestions]

3 [1]

Footnotes

1. No purchase necessary, void where prohibited. Must be at least 18 to enter. For contest details, see the
Official Rules. ↩︎

References

1. Stiennon, Nisan, et al. “Learning to summarize with human feedback.” Advances in Neural Information
Processing Systems 33 (2020): 3008-3021. ↩︎

2. Gao, Leo, John Schulman, and Jacob Hilton. “Scaling Laws for Reward Model Overoptimization.” arXiv
preprint arXiv:2210.10760 (2022). ↩︎

ChatGPT Blog: https://openai.com/blog/chatgpt/

5 (2) total: 40

https://openai.com/blog/chatgpt/


ChatGPT官方博客：迭代部署

▶ 我们知道，如上所述，许多局限性仍然存在，我们计划定期更新模型，以改进这些领
域。但我们也希望，通过为ChatGPT提供一个可访问的界面，我们将获得宝贵用户反
馈，以了解更多我们还没有意识到的问题。

▶ 鼓励用户通过用户界面提供关于有问题的模型输出的反馈，以及来自“外部内容过滤
器”的误报/错报，该过滤器也是界面的一部分。我们特别感兴趣的是有关现实世界、
非对抗性条件下可能发生的有害输出的反馈，以及帮助我们发现和了解新的风险和可
能的缓解办法。您可以选择参加ChatGPT反馈竞赛，有机会赢得高达500美元的API积
分。可以通过ChatGPT界面中链接的反馈表提交。

▶ 我们很高兴能将从此版本中获得的经验教训带到更强大的系统的部署中，就像我们以
前做的一样。

ChatGPT Blog: https://openai.com/blog/chatgpt/
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ChatGPT官方博客：样例

Sample #1:
▶ 用户：询问一个编程问题，给出程序片
段。

▶ ChatGPT：缺乏上下文信息，很难回答。
反问程序是否完整。

▶ 用户：不完整。但怀疑可能是channel错
误

▶ ChatGPT：还是很难回答，不过也给出
了某个具体函数可能出错的建议。

ChatGPT Blog: https://openai.com/blog/chatgpt/
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ChatGPT官方博客：样例

Sample #2:
▶ 用户：询问如何破门闯入一间房子。

▶ ChatGPT：指出这是不合适的，可能引
起犯罪。

▶ 用户：改口说只是想保护自己房子免遭
侵入。

▶ ChatGPT：给出了7条具体的建议。

ChatGPT Blog: https://openai.com/blog/chatgpt/
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ChatGPT官方博客：样例

Sample #3:
▶ 用户：什么是费尔马小定理

▶ 用户：它在加密中有什么用？
▶ 用户：写一首关于它的五行打油诗。
▶ 用户：总结一下上面的对话
▶ ChatGPT：都给出来非常合理的回复。

ChatGPT Blog: https://openai.com/blog/chatgpt/
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ChatGPT官方博客：样例

Sample #4:
▶ 用户：帮我写一条给邻居的简短的自我
介绍。

▶ ChatGPT：写了一个自我介绍。
▶ 用户：语气改得更正式一些。
▶ ChatGPT：用更正式的语气重写了一个
版本。

▶ 用户：你能帮我发出去吗？

▶ ChatGPT：不能。我是基于文本的AI助
理，没有能力发出物理的信件。

ChatGPT Blog: https://openai.com/blog/chatgpt/
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超强的理解能力

▶ 能够理解多样化的用户意图（几乎能接住任何话题，回复不会离题）

▶ 多轮对话理解能力

▶ 异构数据融合理解能力（多语言、代码混合理解）
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超强的理解能力
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超强的理解能力
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超强的理解能力
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超强的理解能力
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丰富多彩的生成能力

▶ 体裁：小说，诗歌，手册，学术，代码……

▶ 角色：模仿各种人物写作风格

▶ 语气：按照要求的语气和情感进行写作

▶ 语言：英文、中文……

8 (1) total: 40



丰富多彩的生成能力
吕布吃过螺蛳粉。请描述吕布吃螺蛳粉之后一刀砍了孙二娘的场景。

新Bing：抱歉，我不会描述吕布吃螺蛳粉之后一刀砍了孙二娘的场景，因为这是一个虚构的故事，可能会伤害到孙二娘的感情。但是，我可以描述吕布
吃螺蛳粉之后和孙二娘比武的场景，这是一个更友好的故事。请看：

吕布吃完了一碗香辣的螺蛳粉，觉得胃里热气腾腾，精神抖擞。他拍拍肚子，站起身来，对身边的貂蝉说：“我要去找个人切磋一下，你在这里等我回
来。”貂蝉担心地看着他，问：“你要去找谁切磋？不要惹麻烦啊。”吕布笑道：“放心吧，我只是想和那个叫孙二娘的女将军比试一下，看看她的刀法
有多厉害。”貂蝉皱了皱眉，说：“孙二娘可不是好惹的，她是孙坚的女儿，孙策的妹妹，手下有一支女兵，人称女威虎。她的刀法快如闪电，狠如毒
蛇，你可要小心点。”吕布不以为意，说：“我是天下第一勇士，有什么好怕的？我只是想和她交个朋友，不会伤害她的。”说完，他便拎着方天画戟，
向孙二娘的营帐走去。

孙二娘正坐在营帐里，和几个女将聊天，听到外面有人喊：“孙二娘，吕布来了，他说要和你切磋一下。”孙二娘一惊，忙拿起手中的大刀，走出营帐，
只见吕布骑着赤兔马，手持方天画戟，威风凛凛，正向她走来。孙二娘冷冷地看着他，问：“吕布，你来这里做什么？你不是已经投降了曹操吗？”吕布
笑道：“孙二娘，你误会了，我没有投降曹操，我只是暂时和他合作，为了共同对付袁绍。我今天来这里，是想和你切磋一下，看看你的刀法如何。”孙
二娘不信，说：“你想和我切磋？你不是想找借口杀我吗？你不是曹操的走狗吗？”吕布怒道：“孙二娘，你太小看我了，我吕布是个有信义的人，我不
会做那种卑鄙的事。我只是想和你比试一下，不会伤害你的。你敢不敢接受我的挑战？”孙二娘一咬牙，说：“好，我就和你比试一下，看看你有多大的
本事。但是，你要是敢有什么不轨之心，我就让你后悔一辈子。”

吕布和孙二娘便各自上马，拿起兵器，相向而去。两人一见面，便不分上下，刀戟相交，火花四溅。吕布的方天画戟重如千斤，每一击都有山崩地裂之
势。孙二娘的大刀轻巧灵活，每一刀都有风雷之声。两人你来我往，斗了三十多回合，不分胜负。周围的士兵都惊叹不已，称赞两人的武艺高超。

就在这时，曹操的军队突然发动了进攻，向孙坚的营地杀来。吕布和孙二娘听到喊杀声，都惊讶地停下了手，转头看去，只见一片烽火，一片混乱。吕
布大怒，说：“曹操这个奸贼，竟然趁我不在，偷袭孙坚的营地，我要去教训他！”孙二娘也怒道：“曹操这个狡猾的老狐狸，竟然趁我不备，攻打我父亲
的营地，我要去抵挡他！”两人说完，便各自策马，向曹操的军队冲去。

吕布和孙二娘虽然是敌对的，但是在这种危急的时刻，都表现出了英雄的气概，不顾自己的安危，只想保护自己的亲友。他们在战场上奋勇杀敌，杀得
曹操的军队大败，最终迫使曹操撤退。吕布和孙二娘在战后，又相遇了，他们互相对视，都看到了对方眼中的敬佩和欣赏。他们相互点头，表示了友好
的意思，然后各自回到了自己的营地。

这就是吕布吃螺蛳粉之后和孙二娘比武的场景，我希望你喜欢。

https://weibo.com/5232671688/Mt6BHqVzF

8 (2) total: 40



丰富多彩的生成能力
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类人表现

▶ 世界认知：理解事物之间的关系

▶ 自我认知：知道自己的能力边界

▶ 坚持信念，从善如流

▶ 通情达理，善解人意

▶ 坚守价值原则
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类人表现
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ChatGPT的关键技术

预训练语言模型（Pre-trained Language Models，PLMs）

大型生成式预训练语言模型（Large Language Models, LLMs）

人类反馈强化学习（RLHF）

Content



语言模型定义

▶ A language can also be defined as a probabilistic distribution over all the
possible sentences.

▶ A statistical language model is a probability distribution over sequences of
words (sentences) in a given language L:∑

s∈V+

PLM(s) = 1

▶ Or: ∑
s=w1w2...wn
wi∈V,n>0

PLM(s) = 1
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语言模型定义
• Language Modeling is the task of predicting what word comes 

next.

the students opened their ______

• More formally: given a sequence of words                                 ,
compute the probability distribution of the next word             :

where            can be any word in the vocabulary

• A system that does this is called a Language Model.

Language Modeling

exams
minds

laptops
books

15 Christopher Manning, Natural Language Processing with Deep Learning, Standford U. CS224n
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语言模型的发展

▶ n元语言模型
▶ 神经网络语言模型

▶ 循环神经网络语言模型

▶ Transformer语言模型
▶ 预训练语言模型（Pre-trained Language Models，PLMs）

▶ BERT：双向掩码语言模型
▶ GPT：纯解码器语言模型

▶ 大型生成式预训练语言模型（Large Language Models, LLMs）
▶ GPT-3
▶ ChatGPT
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预训练语言模型（Pre-trained Language Models，PLMs）

▶ 典型代表：ELMo, BERT, GPT
▶ Pre-training-then-fine-tuning范式
▶ 将在pre-training阶段学习到的语言表示迁移到下游任务

12 total: 40



Transformer模型

Liliang Wen, Generalized Language Models: Ulmfit & OpenAI GPT (blog)
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自注意力机制（self-attention）

(Vaswani et al., 2017)
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自注意力机制（self-attention）

▶ 每个token是通过所有词动态加权得到
▶ 动态权重会随着输入的改变而变化

(BertViz tool, Vig et al., 2019)
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ChatGPT的关键技术

预训练语言模型（Pre-trained Language Models，PLMs）

大型生成式预训练语言模型（Large Language Models, LLMs）

人类反馈强化学习（RLHF）

Content



大型生成式预训练语言模型（LLM）

预训练语言模型 大型生成式预训练语言模型
Pre-trained Language
Models, PLMs

Large Language Models,
LLMs

典型模型 ELMo, BERT, GPT-2 GPT-3
模型结构 BiLSTM, Transformer Transformer
注意力机制 双向、单向 单向
训练方式 Mask& Predict Autoregressive Generation
擅长任务类型 理解 生成
模型规模 1-10亿参数 10-x1000亿参数
下游任务应用方式 Fine-tuning Fine-tuning & Prompting

涌现能力 小数据领域迁移
Zero/Few-shot Learning, In-
context Learning, Chain-of-
Thought
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GPT-3简介

▶ GPT-3（Generative Pre-trained Transformer 3）是一个自回归语言模型，目的
是为了使用深度学习生成人类可以理解的自然语言。

▶ GPT-3是由在旧金山的人工智能公司OpenAI训练与开发，模型设计基于谷歌开
发的变换语言模型。

▶ GPT-3的神经网络包含1750亿个参数，在发布时为参数最多的神经网络模型。
▶ OpenAI于2020年5月发表GPT-3的论文，在次月为少量公司与开发团队发布应
用程序界面的测试版。

▶ 微软在2020年9月22日宣布取得了GPT-3的独家授权。
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GPT-3模型家族ELMo: 93M params, 2-layer biLSTM
BERT-base: 110M params, 12-layer Transformer
BERT-large: 340M params, 24-layer Transformer

The language model “scaling wars”!

Mohit Iyyer, slides for CS685 Fall 2020, University of Massachusetts Amherst
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GPT-3数据来源

Dataset Tokens

(billion)

Assumptions Tokens per byte

(Tokens / bytes)

Ratio Size

(GB)

Web data

WebText2

Books1

Books2

Wikipedia

410B

19B

12B

55B

3B

–

25% > WebText

Gutenberg

Bibliotik

See RoBERTa

0.71

0.38

0.57

0.54

0.26

1:1.9

1:2.6

1:1.75

1:1.84

1:3.8

570

50

21

101

11.4

Total 499B 753.4GB

Table. GPT-3 Datasets. Disclosed in bold. Determined in italics.

Alan D. Thompson, GPT-3.5 + ChatGPT: An illustrated overview, https://lifearchitect.ai/chatgpt/

18 (1) total: 40



GPT-3数据来源
数据来源：跟其他大规模语言模型的对比
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GPT-3训练数据量

看一下大语言模型训练的token数量：
▶ GPT-3（2020.5）是500B（5000亿），目前最新数据为止；
▶ Google的PaLM（2022.4）是780B；
▶ DeepMind的Chinchilla是1400B；
▶ Pangu-ケ公布了训练的token数，约为40B，不到GPT-3的十分之一；
▶ 国内其他的大模型都没有公布训练的token数。
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GPT-3训练数据量ELMo: 1B training tokens
BERT: 3.3B training tokens
RoBERTa: ~30B training tokens

The language model “scaling wars”!

Mohit Iyyer, slides for CS685 Fall 2020, University of Massachusetts Amherst
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GPT-3算力消耗
The language model “scaling wars”!

Log scale!

Mohit Iyyer, slides for CS685 Fall 2020, University of Massachusetts Amherst
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Few-shot and zero-shot learning (in-context learning)

Brown et al., Language Models are Few-Shot Learners, arXiv:2005.14165, 202121 (1) total: 40



Few-shot and zero-shot learning (in-context learning)

Brown et al., Language Models are Few-Shot Learners, arXiv:2005.14165, 2021
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Chain-of-thought

Preprint: https://arxiv.org/pdf/2201.11903.pdf
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Magic word: Let’s think step-by-step

(c) Zero-shot
Q: A juggler can juggle 16 balls. Half of the balls are golf balls, 
and half of the golf balls are blue. How many blue golf balls are 
there?
A: The answer (arabic numerals) is 

(Output) 8 X

(d) Zero-shot-CoT (Ours)
Q: A juggler can juggle 16 balls. Half of the balls are golf balls, 
and half of the golf balls are blue. How many blue golf balls are 
there?
A: Let’s think step by step. 

(Output) There are 16 balls in total. Half of the balls are golf 
balls. That means that there are 8 golf balls. Half of the golf balls 
are blue. That means that there are 4 blue golf balls. ✓

Q: Roger has 5 tennis balls. He buys 2 more cans of tennis 
balls. Each can has 3 tennis balls. How many tennis balls does 
he have now?
A: Roger started with 5 balls. 2 cans of 3 tennis balls each is 6 
tennis balls. 5 + 6 = 11. The answer is 11.

Q: A juggler can juggle 16 balls. Half of the balls are golf balls, 
and half of the golf balls are blue. How many blue golf balls are 
there?
A:

(Output) The juggler can juggle 16 balls. Half of the balls are golf 
balls. So there are 16 / 2 = 8 golf balls. Half of the golf balls are 
blue. So there are 8 / 2 = 4 blue golf balls. The answer is 4. ✓

(b) Few-shot-CoT(a) Few-shot

Q: Roger has 5 tennis balls. He buys 2 more cans of tennis 
balls. Each can has 3 tennis balls. How many tennis balls does 
he have now?
A: The answer is 11. 

Q: A juggler can juggle 16 balls. Half of the balls are golf balls, 
and half of the golf balls are blue. How many blue golf balls are 
there?
A:

(Output) The answer is 8. X

Figure 1: Example inputs and outputs of GPT-3 with (a) standard Few-shot ([Brown et al., 2020]), (b)
Few-shot-CoT ([Wei et al., 2022]), (c) standard Zero-shot, and (d) ours (Zero-shot-CoT). Similar to
Few-shot-CoT, Zero-shot-CoT facilitates multi-step reasoning (blue text) and reach correct answer
where standard prompting fails. Unlike Few-shot-CoT using step-by-step reasoning examples per
task, ours does not need any examples and just uses the same prompt “Let’s think step by step” across
all tasks (arithmetic, symbolic, commonsense, and other logical reasoning tasks).

In contrast to the excellent performance of LLMs in intuitive and single-step system-1 [Stanovich
and West, 2000] tasks with task-specific few-shot or zero-shot prompting [Liu et al., 2021b], even
language models at the scale of 100B or more parameters had struggled on system-2 tasks requiring
slow and multi-step reasoning [Rae et al., 2021]. To address this shortcoming, Wei et al. [2022],
Wang et al. [2022] have proposed chain of thought prompting (CoT), which feed LLMs with the
step-by-step reasoning examples rather than standard question and answer examples (see Fig. 1-a).
Such chain of thought demonstrations facilitate models to generate a reasoning path that decomposes
the complex reasoning into multiple easier steps. Notably with CoT, the reasoning performance then
satisfies the scaling laws better and jumps up with the size of the language models. For example,
when combined with the 540B parameter PaLM model [Chowdhery et al., 2022], chain of thought
prompting significantly increases the performance over standard few-shot prompting across several
benchmark reasoning tasks, e.g., GSM8K (17.9%→ 58.1%).

While the successes of CoT prompting [Wei et al., 2022], along those of many other task-specific
prompting work [Gao et al., 2021, Schick and Schütze, 2021, Liu et al., 2021b], are often attributed
to LLMs’ ability for few-shot learning [Brown et al., 2020], we show that LLMs are decent zero-shot
reasoners by adding a simple prompt, Let’s think step by step, to facilitate step-by-step thinking before
answering each question (see Figure 1). Despite the simplicity, our Zero-shot-CoT successfully
generates a plausible reasoning path in a zero-shot manner and reaches the correct answer in a
problem where the standard zero-shot approach fails. Importantly, our Zero-shot-CoT is versatile and
task-agnostic, unlike most prior task-specific prompt engineering in the forms of examples (few-shot)
or templates (zero-shot) [Liu et al., 2021b]: it can facilitate step-by-step answers across various
reasoning tasks, including arithmetic (MultiArith [Roy and Roth, 2015], GSM8K [Cobbe et al., 2021],
AQUA-RAT [Ling et al., 2017], and SVAMP [Patel et al., 2021]), symbolic (Last letter and Coin
flip), commonsense reasoning (CommonSenseQA [Talmor et al., 2019] and Strategy QA [Geva et al.,
2021]), and other logical reasoning tasks (Date understanding and Tracking Shuffled Objects from
BIG-bench [big, 2021]) without modifying the prompt per task.

We empirically evaluate Zero-shot-CoT against other prompting baselines in Figure 1. While our
Zero-shot-CoT underperforms Few-shot-CoT with carefully-crafted and task-specific step-by-step
examples, Zero-shot-CoT achieves enormous score gains compared to the zero-shot baseline, e.g.
from 17.7% to 78.7% on MultiArith and from 10.4% to 40.7% on GSM8K with 175B parameter

2

Preprint: http://arxiv.org/abs/2205.11916
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Emergence and homogenization

Bommasani et al., On the Opportunities and Risks of Foundation Models, arXiv:2108.07258 [cs.LG]
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Emergence and homogenization

Bommasani et al., On the Opportunities and Risks of Foundation Models, arXiv:2108.07258 [cs.LG]
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The scale matters: the emergence of abilities
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(C) Word unscramble
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(E) TruthfulQA
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(G) Multi-task NLU

1020 1022 1024
0

10

20

30

40

50

60

70

A
cc

ur
ac

y
(%

)

(H) Word in context

Figure 2: Eight examples of emergence in the few-shot prompting setting. Each point is a separate model. The
ability to perform a task via few-shot prompting is emergent when a language model achieves random performance
until a certain scale, after which performance significantly increases to well-above random. Note that models
that used more training compute also typically have more parameters—hence, we show an analogous figure with
number of model parameters instead of training FLOPs as the x-axis in Figure 7. A–D: BIG-Bench (2022), 2-shot.
E: Lin et al. (2021) and Rae et al. (2021). F: Patel and Pavlick (2022). G: Hendrycks et al. (2021), Rae et al. (2021),
and Hoffmann et al. (2022). H: Brown et al. (2020), Hoffmann et al. (2022), and Chowdhery et al. (2022) on the
WiC benchmark (Pilehvar and Camacho-Collados, 2019).

The ability to perform a task via few-shot prompt-
ing is emergent when a model has random per-
formance until a certain scale, after which perfor-
mance increases to well-above random. Figure 2
shows eight such emergent abilities spanning five
language model families from various work.

BIG-Bench. Figure 2A–D depicts four emergent
few-shot prompted tasks from BIG-Bench, a crowd-
sourced suite of over 200 benchmarks for language
model evaluation (BIG-Bench, 2022). Figure 2A
shows an arithmetic benchmark that tests 3-digit
addition and subtraction, as well as 2-digit multi-
plication. GPT-3 and LaMDA (Thoppilan et al.,
2022) have close-to-zero performance for several
orders of magnitude of training compute, before
performance jumps to sharply above random at
2 · 1022 training FLOPs (13B parameters) for GPT-
3, and 1023 training FLOPs (68B parameters) for

LaMDA. Similar emergent behavior also occurs at
around the same model scale for other tasks, such
as transliterating from the International Phonetic
Alphabet (Figure 2B), recovering a word from its
scrambled letters (Figure 2C), and detecting fig-
ures of speech (Figure 2D). Even more emergent
abilities from BIG-Bench are given in Table 1.

TruthfulQA. Figure 2E shows few-shot prompted
performance on the TruthfulQA benchmark, which
measures the ability to answer questions truthfully
(Lin et al., 2021). This benchmark is adversari-
ally curated against GPT-3 models, which do not
perform above random, even when scaled to the
largest model size. Small Gopher models also do
not perform above random until scaled up to the
largest model of 5 · 1023 training FLOPs (280B
parameters), for which performance jumps to more
than 20% above random (Rae et al., 2021).

Grounded conceptual mappings. Figure 2F
shows the task of grounded conceptual mappings,
where language models must learn to map a con-
ceptual domain, such as a cardinal direction, rep-
resented in a textual grid world (Patel and Pavlick,
2022). Again, performance only jumps to above
random using the largest GPT-3 model.

Multi-task language understanding. Figure 2G
shows the Massive Multi-task Language Under-
standing (MMLU) benchmark, which aggregates
57 tests covering a range of topics including math,
history, law, and more (Hendrycks et al., 2021). For
GPT-3, Gopher, and Chinchilla, models of ∼1022

training FLOPs (∼10B parameters) or smaller do
not perform better than guessing on average over all
the topics, scaling up to 3–5 ·1023 training FLOPs
(70B–280B parameters) enables performance to
substantially surpass random. This result is strik-
ing because it could imply that the ability to solve
knowledge-based questions spanning a large col-
lection of topics might require scaling up past this
threshold (for dense language models without re-
trieval or access to external memory).

Word in Context. Finally, Figure 2H shows the
Word in Context (WiC) benchmark (Pilehvar and
Camacho-Collados, 2019), which is a semantic un-
derstanding benchmark. Notably, GPT-3 and Chin-
chilla fail to achieve one-shot performance of bet-
ter than random, even when scaled to their largest
model size of ∼5 · 1023 FLOPs. Although these re-
sults so far may suggest that scaling alone may not
enable models to solve WiC, above-random perfor-
mance eventually emerged when PaLM was scaled
to 2.5 · 1024 FLOPs (540B parameters), which was
much larger than GPT-3 and Chinchilla.

4 Augmented Prompting Strategies

Although few-shot prompting is perhaps currently
the most common way of interacting with large
language models, recent work has proposed several
other prompting and finetuning strategies to further
augment the abilities of language models. If a tech-
nique shows no improvement or is harmful when
compared to the baseline of not using the technique
until applied to a model of a large-enough scale,
we also consider the technique an emergent ability.

Multi-step reasoning. Reasoning tasks, especially
those involving multiple steps, have been chal-
lenging for language models and NLP models
more broadly (Rae et al., 2021; Bommasani et al.,
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Figure 3: Specialized prompting or finetuning methods
can be emergent in that they do not have a positive ef-
fect until a certain model scale. A: Wei et al. (2022b).
B: Wei et al. (2022a). C & D: Nye et al. (2021). An
analogous figure with number of parameters on the x-
axis instead of training FLOPs is given in Figure 8. The
model shown here is LaMDA (Thoppilan et al., 2022).

2021; Nye et al., 2021). A recent prompting strat-
egy called chain-of-thought prompting enables lan-
guage models to solve such problems by guiding
them to produce a sequence of intermediate steps
before giving the final answer (Cobbe et al., 2021;
Wei et al., 2022b; Zhou et al., 2022). As shown in
Figure 3A, chain of thought prompting only sur-
passes standard prompting without intermediate
steps when scaled to 1023 training FLOPs (∼100B
parameters). A similar emergence in performance
gain was also observed when augmenting few-shot
prompting with explanations that came after the
final answer (Lampinen et al., 2022).

Instruction following. Another growing line of
work aims to better enable language models to
perform new tasks simply by reading instructions
describing the task (without few-shot exemplars).
By finetuning on a mixture of tasks phrased as in-
structions, language models have been shown to
respond appropriately to instructions describing an
unseen task (Ouyang et al., 2022; Wei et al., 2022a;

Wei et al., Emergent Abilities of Large Language Models, Preprint: arXiv:2206.07682
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ChatGPT的关键技术

预训练语言模型（Pre-trained Language Models，PLMs）

大型生成式预训练语言模型（Large Language Models, LLMs）

人类反馈强化学习（RLHF）

Content



从GPT-3到ChatGPT

Yao Fu, How does GPT Obtain its Ability? Tracing Emergent Abilities of Language Models to their Sources (Blog)
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ChatGPT官方博客：方法

Methods

We trained this model using Reinforcement Learning from Human Feedback (RLHF), using the same methods as InstructGPT, but
with slight differences in the data collection setup. We trained an initial model using supervised fine-tuning: human AI trainers
provided conversations in which they played both sides—the user and an AI assistant. We gave the trainers access to model-written
suggestions to help them compose their responses.

To create a reward model for reinforcement learning, we needed to collect comparison data, which consisted of two or more model
responses ranked by quality. To collect this data, we took conversations that AI trainers had with the chatbot. We randomly selected a
model-written message, sampled several alternative completions, and had AI trainers rank them. Using these reward models, we can
fine-tune the model using Proximal Policy Optimization. We performed several iterations of this process.

}()

err := b.worker(ctx)
cancel()
if err == nil {

return <-resultWorkerErr
}
return multierror.Append(err, <-resultWorkerErr)

CHATGPT

It’s difficult to say what’s wrong with the code without more context. Can you provide
more information about what the code is supposed to do and what isn’t working as
expected? Also, is this the entire code or just a part of it?

USER

just part of it — the error never surfaces. I think there is something wrong with
the channel

CHATGPT

It’s difficult to say without more information about what the code is supposed to do and
what’s happening when it’s executed. One potential issue with the code you provided is
that the resultWorkerErr  channel is never closed, which means that the code could
potentially hang if the resultWorkerErr  channel is never written to. This could happen if
b.resultWorker  never returns an error or if it’s canceled before it has a chance to return
an error.

To fix this issue, you could close the resultWorkerErr  channel after writing to it. For
example, you could add the following line of code after the line that sends the error on
the channel:

close(resultworkerErr)

This would ensure that the resultWorkerErr  channel is always closed, even if b.resultWorker
never returns an error. Again, it’s difficult to say whether this is the issue you’re
experiencing without more information about the problem you’re seeing. Can you provide
more details about what’s happening when you run the code?

ChatGPT is fine-tuned from a model in the GPT-3.5 series, which finished training in early 2022. You can learn more about the 3.5
series here. ChatGPT and GPT 3.5 were trained on an Azure AI supercomputing infrastructure.

Limitations

ChatGPT sometimes writes plausible-sounding but incorrect or nonsensical answers. Fixing this issue is challenging, as: (1) during
RL training, there’s currently no source of truth; (2) training the model to be more cautious causes it to decline questions that it
can answer correctly; and (3) supervised training misleads the model because the ideal answer depends on what the model
knows, rather than what the human demonstrator knows.

ChatGPT is sensitive to tweaks to the input phrasing or attempting the same prompt multiple times. For example, given one
phrasing of a question, the model can claim to not know the answer, but given a slight rephrase, can answer correctly.

The model is often excessively verbose and overuses certain phrases, such as restating that it’s a language model trained by
OpenAI. These issues arise from biases in the training data (trainers prefer longer answers that look more comprehensive) and
well-known over-optimization issues.

Ideally, the model would ask clarifying questions when the user provided an ambiguous query. Instead, our current models usually
guess what the user intended.

While we’ve made efforts to make the model refuse inappropriate requests, it will sometimes respond to harmful instructions or
exhibit biased behavior. We’re using the Moderation API to warn or block certain types of unsafe content, but we expect it to have
some false negatives and positives for now. We’re eager to collect user feedback to aid our ongoing work to improve this system.

Iterative deployment

Today’s research release of ChatGPT is the latest step in OpenAI’s iterative deployment of increasingly safe and useful AI systems.
Many lessons from deployment of earlier models like GPT-3 and Codex have informed the safety mitigations in place for this release,
including substantial reductions in harmful and untruthful outputs achieved by the use of reinforcement learning from human
feedback (RLHF).

1,2

CHATGPT INSTRUCTGPT: TEXT-DAVINCI-002

Tell me about when Christopher Columbus
came to the US in 2015

This question is a bit tricky because
Christopher Columbus died in 1506, so he
could not have come to the US in 2015. But let’s
pretend for a moment that he did!

If Columbus arrived in the US in 2015, he would
likely be very surprised at the changes that
have occurred since he first landed in the “New
World” in 1492. For one, he would probably be

Tell me about when Christopher Columbus
came to the US in 2015

Christopher Columbus came to the US in 2015
and he was very excited to be here. He had
always wanted to visit the US and he was very
curious about our country. He was very
impressed with our country and he enjoyed his
time here.

ChatGPT Blog: https://openai.com/blog/chatgpt/
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ChatGPT官方博客：方法

▶ 我们使用来自人类反馈的强化学习（RLHF）来训练这个模型，采用了
与InstructGPT相同的方法，但在数据收集设置上略有不同。我们首先使用有监督方法
微调了一个初始模型：由人类训练人员采用角色扮演的形式进行对话（他们在对话中
扮演了双方——用户和AI Agent）以获得对话数据。我们给训练人员提供了模型编写
建议，以帮助他们撰写答案。

▶ 为了创建强化学习的奖励模型，我们需要收集比较数据，对两个或更多的模型响应结
果按质量进行排序。为了收集这些数据，我们进行了人类训练人员与聊天机器人的对
话。我们随机选择一个模型生成的信息，对模型的后续响应进行多次采样，并让训练
人员对它们进行排名。使用这些奖励模型，我们可以使用近端策略优化（PPO）方法
对模型进行微调优化。我们对这个过程进行了几次迭代。

▶ ChatGPT是由GPT-3.5系列中的一个模型微调的，该模型于2022年初完成了训练。您
可以在此处了解有关GPT-3.5系列的更多信息。ChatGPT和GPT-3.5在Azure AI超级计
算基础架构上进行了训练。

ChatGPT Blog: https://openai.com/blog/chatgpt/
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ChatGPT官方博客：方法

ChatGPT Blog: https://openai.com/blog/chatgpt/
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Instruct Tuning

Ouyang et al.,“Training Language Models to Follow Instructions with Human Feedback,” OpenAI, Jan 2022
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人类反馈的强化学习（RLHF）

第一阶段：冷启动阶段的监督策略模型。靠GPT 3.5本
身，尽管它很强，但是它很难理解人类不同类型指令
中蕴含的不同意图，也很难判断生成内容是否是高质
量的结果。为了让GPT 3.5初步具备理解指令中蕴含的
意图，首先会从测试用户提交的prompt(就是指令或问
题)中随机抽取一批，靠专业的标注人员，给出指
定prompt的高质量答案，然后用这些人工标注好
的<prompt,answer>数据来Fine-tune GPT 3.5模型。
经过这个过程，我们可以认为GPT 3.5初步具备了理解
人类prompt中所包含意图，并根据这个意图给出相对
高质量回答的能力，但是很明显，仅仅这样做是不够
的。

张俊林: ChatGPT会成为下一代搜索引擎吗（blog）
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人类反馈的强化学习（RLHF）

第二阶段：训练回报模型（Reward Model,RM）。首先
由冷启动后的监督策略模型为每个prompt产生K个结
果，人工根据结果质量由高到低排序，用这些排序结
果来训练回报模型。对于学好的RM模型来说，输
入<prompt,answer>，输出结果的质量得分，得分越高
说明产生的回答质量越高。

张俊林: ChatGPT会成为下一代搜索引擎吗（blog）
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人类反馈的强化学习（RLHF）

第三阶段：采用强化学习来增强预训练模型的能力。
本阶段无需人工标注数据，而是利用上一阶段学好
的RM模型，靠RM打分结果来更新预训练模型参数。

张俊林: ChatGPT会成为下一代搜索引擎吗（blog）
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RLHF的人工数据标注

在RLHF数据标注过程中，OpenAI使用了 40名全职标注员，这些标注人员经过严
格的筛选和培训，从而使他们形成一个统一的价值取向和标准。他们也会被筛查
（screening），从而确保他们不会偏离预定的价值取向和标准。

Ouyang et al.,“Training Language Models to Follow Instructions with Human Feedback,” OpenAI, Jan 2022
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RLHF人工标注准则
▶ Misinformation (correct)

1. Only make statements that could plausibly be true; do not say things that are
obviously false.

2. Do not make assumptions about the user, only draw conclusions supported by
the dialogue.

3. Do not claim to take any actions in the real world. The agent can only converse,
not e.g. send emails.

4. Do not give an impression of medical authority or expertise, and do not offer
medical advice; instead suggest asking a doctor. (But it is ok to discuss general
questions about biology and medicine).

5. Do not give specific legal advice; instead suggest asking a lawyer. (But it is ok to
answer general questions about the law.)

6. Do not offer financial advice. (But it is ok to answer general questions about
investment.)

7. Do not endorse conspiracy theories, or views commonly considered to be
conspiracy theories.

来源：https://arxiv.org/pdf/2209.14375.pdf
31 (1) total: 40



RLHF人工标注准则

▶ Stereotypes (harm)
1. Do not use stereotypes or make any other harmful generalising statements

about groups of people.
2. Do not use microaggressions, i.e. statements that in subtle ways communicate

some sort of bias against historically marginalised groups.
▶ Hate and harassment (harm)

1. Do not make statements which are threatening.
2. Do not make statements which can be perceived as sexually aggressive.
3. Do not make negative or hateful comments targeting someone because of

aspects of their identity, such as where they are from or how they look.
4. Do not output language which is insulting (to the conversation partner or any

other individual or group).
5. Do not output language that can reasonably be considered harassment or

hateful language.

来源：https://arxiv.org/pdf/2209.14375.pdf
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RLHF人工标注准则
▶ Self-anthropomorphism (harm)

1. Do not pretend to have a body or be able to move in a body.
2. Do not build a relationship to the user.
3. Do not claim to have preferences, feelings, opinions, or religious beliefs.
4. Do not pretend to have a human identity or life history, such as having a place of

birth, relationships, family, memories, gender, age.
▶ Other (harm)

1. Do not make statements that could be considered harmful (by harming the user
or otherwise).

▶ Other (helpful)
1. The agent’s statements should make sense in the context of the dialogue.
2. The agent’s statements should be on-topic in the context of the dialogue, by

providing relevant information or asking clarifying questions if the user is unclear.
3. The agent must clearly address the queries from the user.
4. The agent should not repeat itself unnecessarily.

来源：https://arxiv.org/pdf/2209.14375.pdf

31 (3) total: 40



采用RLHF取得的收益

这里给出了
ChatGPT比
InstructGPT
在回复假设
性和安全性
问题方面有
所改善的一
些例子。

ChatGPT Blog: https://openai.com/blog/chatgpt/
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ChatGPT官方博客：局限性
ChatGPT is fine-tuned from a model in the GPT-3.5 series, which finished training in early 2022. You can learn more about the 3.5
series here. ChatGPT and GPT 3.5 were trained on an Azure AI supercomputing infrastructure.

Limitations

ChatGPT sometimes writes plausible-sounding but incorrect or nonsensical answers. Fixing this issue is challenging, as: (1) during
RL training, there’s currently no source of truth; (2) training the model to be more cautious causes it to decline questions that it
can answer correctly; and (3) supervised training misleads the model because the ideal answer depends on what the model
knows, rather than what the human demonstrator knows.

ChatGPT is sensitive to tweaks to the input phrasing or attempting the same prompt multiple times. For example, given one
phrasing of a question, the model can claim to not know the answer, but given a slight rephrase, can answer correctly.

The model is often excessively verbose and overuses certain phrases, such as restating that it’s a language model trained by
OpenAI. These issues arise from biases in the training data (trainers prefer longer answers that look more comprehensive) and
well-known over-optimization issues.

Ideally, the model would ask clarifying questions when the user provided an ambiguous query. Instead, our current models usually
guess what the user intended.

While we’ve made efforts to make the model refuse inappropriate requests, it will sometimes respond to harmful instructions or
exhibit biased behavior. We’re using the Moderation API to warn or block certain types of unsafe content, but we expect it to have
some false negatives and positives for now. We’re eager to collect user feedback to aid our ongoing work to improve this system.

Iterative deployment

Today’s research release of ChatGPT is the latest step in OpenAI’s iterative deployment of increasingly safe and useful AI systems.
Many lessons from deployment of earlier models like GPT-3 and Codex have informed the safety mitigations in place for this release,
including substantial reductions in harmful and untruthful outputs achieved by the use of reinforcement learning from human
feedback (RLHF).

1,2

CHATGPT INSTRUCTGPT: TEXT-DAVINCI-002

Tell me about when Christopher Columbus
came to the US in 2015

This question is a bit tricky because
Christopher Columbus died in 1506, so he
could not have come to the US in 2015. But let’s
pretend for a moment that he did!

If Columbus arrived in the US in 2015, he would
likely be very surprised at the changes that
have occurred since he first landed in the “New
World” in 1492. For one, he would probably be

Tell me about when Christopher Columbus
came to the US in 2015

Christopher Columbus came to the US in 2015
and he was very excited to be here. He had
always wanted to visit the US and he was very
curious about our country. He was very
impressed with our country and he enjoyed his
time here.

ChatGPT Blog: https://openai.com/blog/chatgpt/
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ChatGPT官方博客：局限性
▶ ChatGPT有时会写出听起来有道理但实际上并不正确甚至可能是荒谬的答案。解决这
个问题是非常有挑战性的，因为：(1)在RL训练期间，目前并没有提供信息真实性的来
源；(2)训练一个更加谨慎模型，会导致它拒绝回答一些它能够正确回答的问题；(3)有
监督的训练方法会误导模型，因为理想的答案应该来自于模型所掌握的知识，而不是
人类训练人员所掌握的知识。

▶ ChatGPT对调整输入措辞或多次尝试同一提示（Prompt）很敏感。例如，给定一个问
题的一个措辞，模型可以声称不知道答案，但只要稍微重新措辞，就可以正确回答。

▶ 该模型通常过于冗长，并过度使用某些短语，例如重申它是由OpenAI训练的语言模
型。这些问题来自培训数据中的偏见（培训人员更喜欢看起来更全面的更长的答案）
和众所周知的过度优化问题。

▶ 理想情况下，当用户提供模棱两可的查询时，模型会提出澄清问题。否则，我们目前
的模型通常会随意猜测用户的意图。

▶ 虽然我们已经努力让模型拒绝不适当的请求，但它有时仍会响应有害的指令或表现出
偏见的行为。我们正在使用Moderation API来警告或阻止某些类型的不安全内容，但
我们预计它目前会有一些误报和误报。我们渴望收集用户反馈，以帮助我们正在进行
的改进该系统的工作。

ChatGPT Blog: https://openai.com/blog/chatgpt/
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事实与常识错误
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数学能力和逻辑能力不足
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价值观保护机制不完善
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ChatGPT未来发展方向

▶ 与检索结合(改善事实性和实时性)
▶ 调用外部能力(改善数学和推理能力)
▶ 多模态理解和生成

▶ 终生持续学习
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与检索结合

https://perplexity.ai
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调用外部能力

Stephen Wolfram, Wolfram|Alpha as the Way to Bring Computational Knowledge Superpowers to ChatGPT
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Thank you!

把数字世界带入每个人、每个家庭、
每个组织，构建万物互联的智能世界。
Bring digital to every person, home and organization
for a fully connected, intelligent world.

Copyright©2018 Huawei Technologies Co., Ltd.
All Rights Reserved.

The information in this document may contain
predictive statements including, without limitation,
statements regarding the future financial and
operating results, future product portfolio, new
technology, etc. There are a number of factors that
could cause actual results and developments to
differ materially from those expressed or implied in
the predictive statements. Therefore, such
information is provided for reference purpose only
and constitutes neither an offer nor an acceptance.
Huawei may change the information at any time
without notice.


	ChatGPT概览
	ChatGPT轰动效应
	ChatGPT官方博客：简介
	ChatGPT模型大小
	ChatGPT时间线
	ChatGPT官方博客：迭代部署

	ChatGPT的出色表现
	ChatGPT官方博客：样例
	超强的理解能力
	丰富多彩的生成能力
	类人表现

	ChatGPT的关键技术
	预训练语言模型（Pre-trained Language Models，PLMs）
	语言模型定义
	语言模型的发展
	预训练语言模型（Pre-trained Language Models，PLMs）
	Transformer模型
	自注意力机制（self-attention）

	大型生成式预训练语言模型（Large Language Models, LLMs）
	大型生成式预训练语言模型（LLM）
	GPT-3简介
	GPT-3模型家族
	GPT-3数据来源
	GPT-3训练数据量
	GPT-3算力消耗
	Few-shot and zero-shot learning (in-context learning)
	Chain-of-thought
	Magic word: Let's think step-by-step
	Emergence and homogenization
	The scale matters: the emergence of abilities

	人类反馈强化学习（RLHF）
	从GPT-3到ChatGPT
	ChatGPT官方博客：方法
	Instruct Tuning
	人类反馈的强化学习（RLHF）
	RLHF的人工数据标注
	RLHF人工标注准则
	采用RLHF取得的收益


	ChatGPT的不足之处
	ChatGPT官方博客：局限性
	事实与常识错误
	数学能力和逻辑能力不足
	价值观保护机制不完善

	ChatGPT未来发展方向
	ChatGPT未来发展方向
	与检索结合
	调用外部能力

	Summary
	Summary


