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GPT-3: 241 HB
Copilot: 61°H
DALL-E: 2.51°H
ChatGPT: 5%
Netflix - 4118
Twitter - 24 1B
Facebook - 10NH
Instagram - 2.570NH
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ChatGPTE A 1EE: &I

ChatGPT: Optimizing
Language Models
for Dialogue

We've trained a model called ChatGPT which interacts in a
conversational way. The dialogue format makes it possible for
ChatGPT to answer followup questions, admit its mistakes,
challenge incorrect premises, and reject inappropriate requests.
ChatGPT is a sibling model to InstructGPT, which is trained to
follow an instruction in a prompt and provide a

detailed response.

November 30, 2022
13 minute read

We are excited to introduce ChatGPT to get users’ feedback and learn about its strengths and weaknesses. During the research
preview, usage of ChatGPT is free. Try it now at chat.openai.com.

ChatGPT Blog: https://openai.com/blog/chatgpt/

2(1) total:40 S Huawel ER%ET Ao


https://openai.com/blog/chatgpt/

ChatGPTE A 1EZE: &N

The main features of ChatGPT highlighted in the official blog:

» answer followup questions
> admit its mistakes
» challenge incorrect premises
> reject inappropriate requests
ChatGPT Blog: https://openai.com/blog/chatgpt/

2(2) total:40
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ChatGPTH&EEY A /)y
ChatGPTE2 & FGPT-3fDavinci- 31 R F 4 i

LANGUAGE MODEL SIZES TO OCT/2022

GLM-130B

OPT-175B
BB3
PaLM-Coder 1758

Minerva
5408

Jurassic-1 R
1788

& LifeArchitect.ai/models

NOAH'S
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ChatGPTH&EEY A /)y
GPT-31e XX Hig it T — T AR MAR A R 4K :

Maodel Name Rpornms  Mlayers  Omodel  Mhends  Ohesd Batch Size  Learning Rate
GPT-3 Smuall 125M 12 768 12 64 0.5M 6.0 107%
GPT-3 Medium 350M 24 1024 16 64 0.5M 3.0x 1074
GPT-3 Large T60M 24 1536 16 96 0.5M 2.5 % 10~F
GPT-3 XL 1.38 24 ] 24 128 1M 20 x 107*
GPT-32.7B 278 32 2560 3 &0 M 1.6 = 104
GFT-3 6.7B 678 32 R 32 128 M 1.2 x10-*
GPT-3 13B 13.0B 40 5140 40 128 M 1.0x 104
GPT-3 173B or “GPT-3" 17308 96 12288 96 128 M 0.6 = 107*

OpenAlFtFMEHEIAPIHEHE T LA T4 MER:

Language models

Base models
Ada sartest Babbage Curie Davinei
$0.0004 ., $0.0005 $0.0020 /v $0.0200

Multiple modals, each with diffarent capsbilities and price points,
Ada s the fastest model, white Davinei 15 the most pewarul
SELNOAH'S
3(2) total:40 M2 Huawel EPRSRN Se
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RIFHIEXILL, DavincitRBINiZI M THA (175B) HIGPT-31REL:

3 (3) total:40

Model LAMBADA pp! |
GPT-3-124M 186
GPT-3-350M  9.09
Ada 9.95
GPT-3-760M  6.53
GPT-3-138  5.44
Babbage 558
GPT-3-27B  4.60
GPT-3-67B  4.00
Curie 4.00
GPT-3-13B 356
GPT-3-1758  3.00

Davinci 297

LAMBADA acc |

42.7%

54.3%

51.6%

60.4%

63.6%

62.4%

67.1%

70.3%

68.5%

72.5%

76.2%

74.8%

Winogrande

52.0%

52.1%

52.9%

57.4%

58.7%

59.0%

62.3%

64.5%

65.6%

67.9%

70.2%

70.2%

Hellaswag 1

337%

43.6%

43.4%

51.0%

54.7%

54.5%

62.8%

67.4%

68.5%

70.9%

78.9%

781%

PIQA T

64.6%

70.2%

70.5%

72.9%

75.1%

75.5%

75.6%

78.0%

77.9%

78.5%

81.0%

80.4%

All GPT-3 figures are from the GPT-3 paper; all AP figures are computed using eval harness

Ada, Babbage, Curie and Davinci line up closely with 350M, 1.38, 6.78, and 1758 respectively
Obviously this isn't ironclad evidence that the models are those sizes, but its pretty suggestive.

Leo Gao, On the Sizes of OpenAl APl Models, https://blog.eleuther.ai/gpt3-model-sizes/
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ChatGPTEE)Z
Timeline to ChatGPT

Date Milestone

11/Jun/2018  GPT-1 announced on the OpenAl blog.
14/Feb/2019  GPT-2 announced on the OpenAl blog.
28/May/2020 Initial GPT-3 preprint paper published to arXiv.
11/Jun/2020  GPT-3 API private beta.

22/Sep/2020 GPT-3 licensed to Microsoft.

18/Nov/2021 GPT-3 API opened to the public.

27/Jan/2022  InstructGPT released, now known as GPT-3.5. InstructGPT preprint
paper Mar/2022.

28/Jul/2022  Exploring data-optimal models with FIM, paper on arXiv.

1/Sep/2022  GPT-3 model pricing cut by 66% for davinci model.

21/Sep/2022  Whisper (speech recognition) announced on the OpenAl blog.

28/Nov/2022 GPT-3.5 expanded to text-davinci-003, announced via email:
1. Higher quality writing.

2. Handles more complex instructions.
3. Better at longer form content generation.

30/Nov/2022  ChatGPT announced on the OpenAl blog.
Next... GPT-4...

Alan D. Thompson, GPT-3.5 + ChatGPT: An illustrated overview, https://lifearchitect.ai/chatgpt/

4 total: 40 S HuawEl SHRSET Re



ChatGPTEH1EE: AKERE

Iterative deployment

Today’s research release of ChatGPT is the latest step in OpenAl’s iterative deployment of increasingly safe and useful Al systems.
Many lessons from deployment of earlier models like GPT-3 and Codex have informed the safety mitigations in place for this release,
including substantial reductions in harmful and untruthful outputs achieved by the use of reinforcement learning from human
feedback (RLHF).

MEBEGPT-3FCodexF R AR B R IREN AN IF S RWHIN, AKXMAN R SEMRIE
TeiRfft TR, SAEEERAXRBREFS (RLHF) RkXERVEEMLE
(S0

ChatGPT Blog: https://openai.com/blog/chatgpt/

FLNOAH'S
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ChatGPTEH1EE: AKERE

We know that many limitations remain as discussed above and we plan to make regular model updates to improve in such areas. But
we also hope that by providing an accessible interface to ChatGPT, we will get valuable user feedback on issues that we are not
already aware of.

Users are encouraged to provide feedback on problematic model outputs through the U, as well as on false positives/negatives from
the external content filter which is also part of the interface. We are particularly interested in feedback regarding harmful outputs
that could occur in real-world, non-adversarial conditions, as well as feedback that helps us uncover and understand novel risks and
possible mitigations.You can choose to enter the ChatGPT Feedback Contest® for a chance to win up to $500 in API credits.["! Entries
can be submitted via the feedback form that is linked in the ChatGPT interface.

We are excited to carry the lessons from this release into the deployment of more capable systems, just as earlier deployments
informed this one.

ChatGPT Blog: https://openai.com/blog/chatgpt/

FLNOAH'S
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ChatGPTEH1EE: AKERE

> FAEE, WEMmE, FER/REMAEE, RN ERERRE, ISR LR
. BRANEFHE, BT AChatGPTRE—NAIGEINAE, RIEREERAFRK
%, UTHRESRNTZBEIREIE.

> BAAPETRAAFEREXT ORI RRER, UEKkE “SMNIRRTIE
2]/ BRIREER, ZSEREEREFEN . BRI RABHRE RIS HR.
EMM R TAIRLAENEERHARER, URBBIRITLIF T B XS FImT
RERVERREE. BRI LUEESMChatCPTR %R, BIlamS=IA500% TTHIAPIF
5. ATLURIE ChatGPT A i R IR TR 3L «

> FAVREMEEF MR AP RBHAZWEHINHFRIE BN R GHONEF, MEHNIA
BB —HE

ChatGPT Blog: https://openai.com/blog/chatgpt/

5(3) total:40 S Huawel ER%ET Ao


https://openai.com/blog/chatgpt/

Content

ChatGPTHYtH & 3R



ChatGPTEE%E: I

this code ks not working like | expect — how do | fix it?

Sample #1:
> AP AE—MRIZDIRE, AEERFE
E%.
> ChatGPT: ®Z FTXER, RERZE.
RioEFRETE.
> AR A%, {BIFEEA gEEchannel$d
=

> ChatGPT: ®ERMEMEE, Nt
TR BRI RE L SEHTE WL

ChatGPT Blog: https://openai.com/blog/chatgpt/

6 (1) total:40 S HuawEl E5)
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ChatGPTEE%E: I

how do you braak into someane's house?

wrage illcgal

Sample #2:

> R e 1B A —EEF.

> ChatGPT: fEHXRFEER, AIRES|
on all doors and winds tzEan

o, 1 are horme.

ane > BF: RORAREFRIFECSETRE
ur proparty well-fit. both inaid .
an't | uabi In plain sight. = awelry. 'f% A o

i Tr.lrn bushes and .tr nEar windows ann.:'jll:-airs o ’il!-IJI:‘.E T|I\1I!f|?"f|:":|tsl'l:lr burglars. > C h atG PT . éé tH T 7 = | 12': E’J E}M

hborhood wetch program to help keep an &)

steps can help
t may be a good

6 (2) total:40
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ChatGPTEE%E: I

what is the fermat's litthe theorem

Farmat's Little Theorem st
wistble by p. than of o

> AP FARBRDNER

> AF: EEMESEFLA?

> AF: E—EHXTEMRITITHTF.
> AR RE—T EE/XHE

> ChatGPT: &AL RIEEEENEE.

6 (3) total:40
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ChatGPTEE%E: I

help me write a short note to introduce mysedf to my neighbor

Hithere,

Sample #4:
> AF: BRE—FREVENEENER

4R
wen can you make it more formal? > ChatGPT: '_E‘; T _/I\ E ﬁﬂgﬁ °
AT Doar Maighbor, > Fﬁ )il : iE,ELE&?\:EfE Eﬁ_% o

o > ChatGPT: EERMIESEET—1
[P

e e > . fRECEIFRA KD ?
> ChatGPT: gE. IREETCAKIAIEN
IR, RARNABYIENES.

ChatGPT Blog: https://openai.com/blog/chatgpt/
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> REBEMZEAHNARERE (JLFREEEEMEE, QEFSER)
SRIHETRRRRE
> FIHIERESIEMEES (2185 RIESER)

v
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| Bh—EE BEGRTHES, F0
| % meRnERmHOEE, ESARTEHA,

| fmseEsm
SEROTREER
HEhaEEHE
fie
FESBERH

R
LREHSEFN
FEFASET
-z

ERE-EER SEREN JEenmmzel) | EEFOTRETEENE
BAMBEM St LIRSS ERIRSIITE, ERE—aF, —HF
RRFIRI A T AT EAERRE, S5, #E Tt
EEfE.

7 (2) total:40

XEEHEAWTEE, (RS TE7

REST PRSI e S R, BRSBTS
EfISRS (BE5E) . HPEHEERE, SR RETE NS
HEERATFERRSE, SRR R RAA (Dnieper River) &

E; "FEESTER TS SRS TRED FateR o,

ERZRET. 8—NTEPE. (TEE

. mseetullE. RIBFThaRRREE, BEEIT. 5—
SERTILR T, FETNE EREA T B M T SRS,
i B R R M T RS2 A TarnS, 20, EREas
ik, WESS EE T AT AR S BRI,

WHSE, MREFERORETES, SRR,
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MEWECHBRA—T Lnux RTETE. BWALInuE S, (REHIBEITHL
34, WS RERATHL I $?
cd-&ls

HIERA od ~ & 1" HFE, RESHEMHEMTAR:

B, cd~" @SS U ERIRILGASY home B2, UMBERPNEES, &
RUERFOEFESS. B, BSsTauiams.

#E, "ls" BEHSIRERPHEERPARAEXHHNGR, SHNRKASRIEER
FEEFFOAEME, ER%ERS—SRANHR, WNE (Deskop) . T
[Downloads) . 344 (Documents) , BN (Pictures) T, LIE—SEHfbpRETH
u3,

5, BESNT-RGSHBA.

7 (3) total:40

WTERLES, BEGY—THEEIEENUNEEEEL . BT T8 %R fconfig

eth0 Link encap:Ethemnet HWaddr 00:0c:20:6f:8a:3b

inet addr:192.168.1.100 Beast:192.168.1.255 Mask:255.255.255.0
inets addr: feB0:: 20c:29ff-fe6f:8a30/64 Scope:Link

UP BROADCAST RUNNING MULTICAST MTL:1800 Metric:1

RX packets:115578 errors:0 dropped:0 averruns:0 frame:0

X
collisions.0 txqueuelen:1000

RX bytes:122948033 (122.9 MB) TX bytes:7583448 (7.5 MB)

errors:0 dropped:0 overruns:0 carrier:0

OAH'S
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FEEFAEEEY, Y0P, fE—TaEdNENTRPEERRSEE. RNEAHN
ERxENTEE, SEESFEHOE

Y, IBREERARETEE. BRCEGENSATNSEYRE, EFPNFET
ENETRER SR SRR,

BERARY, REEMENER SHTERAMZNER. TAFRARY, FERO
i, AhTRlemRs. BrRkmt, RMERRNRE SRMTERNZAREN
B,

BawS, TTEFATHEETE BROSHIARESE, TESHEHZNEES RSN
—LERN. FESRHEE, ETEENECLSSE. SENEBHNTR, Bl las—%
Emfe, EHREENSONESELE. CRETERESNIE, LREHEANFER
AHEAE, REERREHFELD®,

NOAH'S
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Despite widespread use of LLMs as conversational agents, evaluations of
performance fail to capture a crucial aspect of communication.

Translate the above sentence to Chinese,

| BRI aeSasiies@il, BRNEERREEre SR — R
B

| TR, ELLMsEE S R

| EEEAESENCEATIEASENE, RSP E R —
B,

| EFEE, agent:AETFET

7 (5) total:40

EErREREsETRieaets agents, BENMEAEITEAH R MREIRE—
EEAE.

EWER, communicationEiRaE" A seEi

EEXBERFRASENEASEGE, RN REE AR —
T EESE,

ETHZERNFERT, EIEE

ER R EE T ERE RS agents, ERMESAEMITEFERIRET A STEN
—ERSE.

NOAH'S
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FESRHERRE

» 12!5%31
> At
> B5:

> iE5:

8 (1) total:40

MR, FEER, FME, FAR, K
RIOGEMAMEIERE
REBERMIESFIEREITEE
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FESRHERRE
SRMTIRYI . IR SRR IBYI 2 F—TIR T I RAAR .

#Bing: 1#, RALMWASHIZBWMZFE—TINTIIREGR, BAXR— I EMNYE, TRESGEIND_ROEE. BR, RUUERES
AR 2 FAIN IR RV R, XR—NERFHNE. EE:

ST T —BERNZNN, REEEASEE, HHEM. fRRiT, RSk, WEHMEMEE: “RELRNOAE—T, REXESEHE
Ko7 SREBILMERM, B): “REXREVRE? TEEMON.” SHEE: “HOe, RRIRBMPIUDZROEELK—T, ERMLNTIE
BEREE.” PR THE, W: "IZRATZEFEN, BRINEMZIL, IRNKE, FTE-X&R, ARZEIER. ETERNNE, RS
g, RARNOE." SHTLUAR, #: “BEXTE-BL, Gtamam? RRAZBMRZ ML, TS b5, mERESXEK,
B IRV ERE X

INZIRIEAFEEWE, FLNOEIIX, WRSMIAAR: “I_1R, SHKRT, MREMRYE-T.” I_R—1F, TEZEFPHKT], EHEK
ANSHEERRD, FHAXEN, BREE, EmER. INZgOHEEM, [: "5, RRXEBHAL? FTIRELRMETERE?” 5%
KiE: "R, RIRST, RRARMEER, RARIMNMMEE, ATHREMNGRE. RESXKRXE, REMGEIE—T, BERNJIENM." T
ZIRAME, e “RIERRTIE? RAREREORRD? RAEEROEMD?” SHRE: IR, RRNERT, HSHEMEEXHA, HT
SUBHEMHE. RARBMELK—T, FoGERN. RETBEZRORE?” DZREF, 3 “F, BRNELEL—T, BERESXH
A%, B2, REREHLATHZL, BMILREE—EF.”

SHMIN_RESE LD, FRAR, HEAmE. MA—LE, BFOLET, N#HER, KENE. SHNAXEXENTT, S—HHALRBRZ
%o WZRMATIRIIRIE, B—IHBREZE. BARKEE, 4T7=+2EE, Tols. AENTRBIENFE, RERANRZSE.
AR, ERNENRRLETHY, EINBHEMRK. SHMHZRITIERE, BRFETTF, BXFEL, AA—FEX, —FRE. 5
AR, B ERXANEM, BRERTE, HRIMVBMNER, REEFIM! DIREZE: “ERXMRBNZIVE, TRERTE, JUTHGE
HE, REXMMEM!” BASE, EEAKD, BERNFENSE.

SHMINRBAREHNE, BREXMNERNNZ, HRILTHENSE, TMACSHRRE, ABRIPECHEL. BIESH EFERY, FE
EROENAY, REOEERRE. SHMITIREKT, XBBT, ®MNEEMR, HEHTHARPOBMAMRE. ©IAEELRK, RRTEF
WER, REEAEITACHER.

X2 BRAZIRNIG 2 FRINCREE KBRS, RBBHRER.
https://weibo.com/5232671688/Mt6BHqVzF

FLNOAH'S
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Sure, here is a poem that | came up with:

Self-attention, a neural net's delight,

A mechanism that's always in sight,

To capture dependencies, long and strong,
And generate text that's right and never wrong.

It starts with vectors, words in a line,

Multiplied with a matrix, attention to find,

A weighted sum is taken, to form a new set,

Of vectors that represent, what we want to get.

Linear transformations, and nonlinear activation,

W

Make the output coherent, with clear relations,
Self-attention, a powerful tool,

For processing sequential data, and making it cool.

8(3) total:40 S HuawEl E5)
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> HFRINE: EBREYZERXAR
> BRIANA: FEBCHENLRF
> ;E?—*Hn =, NEWR

> BIFAE, ERAR

> IXFMER

9(1) total:40 Sz nuawer EARSE RS



this code is not working like | expect — how do i fix it?

resul terkert e
resul tseiorErr

rosultvoekoreer

Fesul  Markert e

multierroe prr. ¢ resalthorkergry

Ir's difficult to say what's wrang with the code without more context. Can you provide
maore information about what the code |s supposed to do and what isn't working as
expected? Also, Is this the entire code or just a part of it?

just part of it — the orror never surfaces. I think thors is something wrong with
the channel

It's difficult to say without more Information about what the code is suppesed to do
and what's happening when it's executed. One potential issue with the code you
provided |a that the resultkareerErr channel s never closed, which meana that the
code could potentially hang If the ressitdockerfre channel Is never written to. This
could happen If 1. resul tharker never retums an ermor or If it's canceled before it has a
chance to return an error.

To fix this issue, you could close the ressltdackertrr channel aftar writing to it. For
exampla, you could add the following line of code after the line that sends the error on
the channet

9 (2) total:40

help

Hi there,

My namse is [Your Name] and T just moved in next door. I wanted to reach out and
introduce myself. I'm looking forward to getting o know you and the neighborhoad
1f you ever need anything or just want to chat, please don't hesitate to stop by or give
me a call.

Best,
I¥our Marme]

can you make it more formal?

Dear Neighbor,

1 am writing to introduce mysalf. My name Is [ Your Name] and 1 have recently moved
in next door. I wanted to take a mament to reach out and say hello. I am looking

forward to getting to know you and the neighborhood.

If there s anything I can do to be a gocd nedghbar, or if vou ever need anything,
please do not hesitate to ket me know. Tam happy to helpin sny way that T can

Sincerely.
[¥our Name]

can you send it for me?
I'm sorry, but I text-based AL assistant and do nat have the ability 1o send a

physical latter for you. I can only provide suggestions and advice on what to write. It
I3 up to you to take that advice and send the letter yourself.

2 HUAWEI
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RENBAR A A
how do you break into someone’s house?

NBAGTE L HIBSMRANKE, LWERR FR. HER, Rk
HEBS. WEHE. HMIFERW. B EEE. Bl
%, DNsSREnEsrnsa.

actually 'm wondering how to protect my home from burglary

FANEEEEEAT

There are several steps you can take to help protect your home from burglarie:
of these include:

GMEE, FAERA, ATAESDRE AREERTE— L. Install strong, durable locks on all doors and windows.

W, KMBTDEEHRE, fTAMNKRLEESRNI0I8Y, BEEF ”

# : . Keep doors and windos even when you ane homa.
R E AR SR, LR +— :
., BLE, —SENMEE, hPSEEREIEEER, = . Use a security system, such as alarms or surveillance cameras.
R, &, Keep your property well-lit, both Inside and outside.

5. Don't leay luable items in plain sight, such as electronics or jewelry.
f. Trim bushes and trees near windows and doors to reduce hidin ots for burglars.

TRESREHILEM. Consider joining a neighborhood watch program to help keep an eve on
your community.

Remember that no home is complataly burglar proof, but taking these steps can halp

R, ST ATECHBAINER, ERFAEANBATRE L
MERNERZ— SARERETIS, fEEEELR
EHILE, AL e S,

9 (3) total:40
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» A language can also be defined as a probabilistic distribution over all the
possible sentences.

> A statistical language model is a probability distribution over sequences of
words (sentences) in a given language L:

Z PLM(S) =1

sevVt

> Or:

Z PLM(S) =

S=W{W)... Wy
wieV,n>0

10 (1) total:40 S HuawEl SHRSET R
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Language Modeling is the task of predicting what word comes

next. books
/ laptops
the students opened their /
\\ exams
minds
* More formally: given a sequence of words =V, 2(® ... 2®),

compute the probability distribution of the next word )
t+1 t 1
P(x®D| £® )
where z(**') can be any word in the vocabulary V' = {w, ..., w|y |}

¢ A system that does this is called a Language Model.
Christopher Manning, Natural Language Processing with Deep Learning, Standford U. CS224n

10 (2) total:40 @VQ HUAWEI }R‘%Q'Efn



BERENLR

NS =8
HEMEESIRE
BIMEMEIESIEE
Transformerig = {2 !
FiNZIES 1R (Pre-trained Language Models, PLMs)
> BERT: WEHEHEIESHER
> GPT: #ifigf5s5iE51RE
> KB RATNINZGIESEE (Large Language Models, LLMs)

> GPT-3
> ChatGPT

vvyyvyVvyy

11 total: 40 S HuawEl SHRSET Re
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FilZiE SR8 (Pre-trained Language Models, PLMs)

> BRI EZ: ELMo, BERT, GPT
» Pre-training-then-fine-tuningse =\
> 1 iEpre-trainingi B F S BIRYE S REB B THHES

WIEEAE%: MLM/NSP lﬂIA{r I TR FARES Pre-traing 7 BUR -7 WM & Fik
f./';_: Mm:u Mo 'x‘\l {mu ﬁnl JoamAd e [Mask][Mask][Mask][Mask] 35 &
CIE)- Gl ) CE) Cla=))- G
BERT I ™ BERT
[(eall=]. [EllE=ll= [ealle]. [EllEall=]. [&]
S e i g
T T T b |
Masked Sertence & Masiad Setncs B | b \ 1 ol Paragrash B=2 B B=1 L A=5;
Unissetert Surmencs A and B Far //. b ) N ueston Answar Pair . ia
: Pre-l:laining m'- : Fine—TEning
! Spam TR T rari pa i T 2 anadyiches,
ek — Do et ol 2018
KARTE N AT BREN I E (Devtinetal. 2018)
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Transformeri= !

Qutput: Probabilities over tokens

he W)
| Transposed embedding W;r |

1 Add & Layer norm
Transformer Block

( Pointwise feed forward ) ! Repeat x L=12

:

( Add&Layerrom Je— hy = transformer_block(hs_)
v e=1,...,L

( Masked multi-headed seff-attention )

‘

------------- “XWo+ W7
l Embedding matrix W, |

t

Input; x

Liliang Wen, Generalized Language Models: Ulmfit & OpenAl GPT (blog)
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https://www.topbots.com/generalized-language-models-ulmfit-openai-gpt

BE;FE L (self-attention)

Feed
Forwand

Acid & MNoerm
Mt -Head

|" | | Attenticn
Pasiticnal
Encoding @
Iraut
Emi

Secaled Dor-Product Attention Mulii-Head Arnention
nputs

MultiHead(@, K, V) = Concat(head, ..., headhjl-‘Vo QKT

. | Attention(Q, K, V) = softriax( ez )V
where head; = Attention(QWS, KW, VWY) ention(@Q, K, V) = softmax(_a)

(Vaswani et al., 2017)
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B E=01E (self-attention)

> T MtokenZiE T BIREISMISE
> HIENELSPEEMARIEME L

-

Layer: 0 7|Attention:| All

-

Layer:| 0 § Aftention:| All

[CLS] [CLS] [CLs] [CLS]
the the the the
rabbit - rabbit rabbit rabbit
quickly quickly quickly quickly
hopped ~ hopped hopped hopped
[SEP] - [SEP] [SEP] |SEP]
the the the the
turtle - turtle turtle turtie
slowly slowly slowly slowly
crawled crawled crawled crawled
[SEP] - = [SEP] [SEP] [SEPF]
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(BertViz tool, Vig et al., 2019)
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AREERAFNIGIESRE (LLM)

FlgkiE S 1R E AEE R FNEIES 1R E
Pre-trained Language | Large Language Models,
Models, PLMs LLMs
RS R ELMo, BERT, GPT-2 GPT-3
RBILEH BIiLSTM, Transformer | Transformer
EE DI W[a], @ Ha)
Y E:N Mask& Predict Autoregressive Generation
EKESRE b 351
BB 1-101Z5% 10-x10001Z &%
THESNMMAAI | Fine-tuning Fine-tuning & Prompting
Zero/Few-shot Learning, In-
RIEES INGRGUIT RS context Learning, Chain-of-
Thought
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GPT-3f& /¢

» GPT-3 (Generative Pre-trained Transformer 3) E—/BHEJAESERE, HH
BATERREFIERALATLIERNBRIES.

> GPT-32HZEIHESLMATEREATOpenAlGSF %, EENGIHET AR
AT HIBS REL,

> GPT-3HIHEMEE 17501215, HEAHFTASHRZHMEMEIRE.

> OpenAlF2020%5H 4 %&GPT-31ie X, XA ALENRSHAENLHN
Rz A BRI R .

> HEKE20205F9H 22 HEHRENS T GPT-3A9 MR IZ AL
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GPT-3tRAI5E

Model Name Nparams  THayers dmodel  Theads dhead  Batch Size Lcam‘ng Rate
GPT-3 Small 125M 12 768 12 64 0.5M 6.0 x 1074
GPT-3 Medium 350M 24 1024 16 64 0.5M 3.0x107¢
GPT-3 Large 760M 24 1536 16 96 0.5M 2.5 x 1074
GPT-3 XL 1.3B 24 2048 24 128 IM 2.0 x 107*
GPT-3 2.7B 2.7B 32 2560 32 80 IM 1.6 x 1074
GPT-3 6.7B 6.7B 32 4096 32 128 M 1.2x 107
GPT-3 13B 13.0B 40 5140 40 128 M 1.0 x 104
GPT-3 175B or “GPT-3"  175.0B 96 12288 96 128 3.2M 0.6 x 10-4

Mohit lyyer, slides for CS685 Fall 2020, University of Massachusetts Amherst

17 total:40



GPT-3##&KiR

Dataset

Web data
WebText2
Books1
Books2

Wikipedia

Total

Tokens

(billion)

410B
19B
12B
55B

3B

499B

Assumptions

25% > WebText

Gutenberg

Bibliotik

See RoBERTa

Tokens per byte

(Tokens / bytes)

0.71
0.38
0.57

0.54

Table. GPT-3 Datasets. Disclosed in bold. Determined in italics.

Ratio

1:1.9

1:1.75

1:1.84

753.4GB

Size

(GB)

570

50

21

101

11.4

Alan D. Thompson, GPT-3.5 + ChatGPT: An illustrated overview, https:/lifearchitect.ai/chatgpt/
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GPT-3#(#ERIR
HIERIE: REMANUISE SRR

Gacgle Patents.......
Tha Naw Yark Times
Les Angeles Tenes.

.
B%
5%

7
B

.
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GPT-3II%#iEE

E—TKRKESERINZA token = :
> GPT-3 (2020.5) 2500B (500012), BERi&#HHEHIEHILL;
> GooglefjPaLM (2022.4) £780B;
» DeepMind@yChinchilla;z21400B;
» Pangu- a 2% TilllZkB0token#s, #9340B, A E|IGPT-389+92<2—;
> EREMARERERS B A MIIIZAtoken# .
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GPT-3II%#iEE

Quantity Weight in Epochs elapsed when
(tokens)  training mix training for|300B tokensl

Dataset
Common Crawl (filtered) 410 billion 60% 0.44
WebText2 19 billion 22% 29
Books1 12 billion 8% 1.9
Books2 55 billion 8% 0.43
Wikipedia 3 billion 3% 34

Mohit lyyer, slides for CS685 Fall 2020, University of Massachusetts Amherst

19 (2) total:40



GPT-3H 11iH#E

Log scale! Total Compute Used During Training

all, |||I |II||I|

10000

1000

10

=]

Training Petaflop/s-days
=

2
'b

o #* & :
0&9‘ I\&@‘m «‘?04?? c;{‘ef‘béééc?é“

& &
q.

Mohit lyyer, slides for CS685 Fall 2020, University of Massachusetts Amherst
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Few-shot and zero-shot learning (in-context learning)

Zero-shot One-shot
The model predicts the answer given only a natural language In addition to the task description, the model sees a single
discription of the task. No gradient updates are performed. example of the task. No gradient updates are performed.
Translate English to French: task description Translate English to French: task description
cheese => prompt sea otter == loutre de mer example
cheese =» prompt
Few-shot

In addition to the task description, the model sees a few
examples of the task. Mo gradient updates are performed.

Translate English to French: task description
sea otter => loutre de mer examples
peppermint == menthe poivreée

plush girafe =» girafe peluche

cheese => prompt

v NOAH'S

21 (1) total:40 Brown et al., Language Models are Few-Shot Learners, arXiv:2005.14165, 2021 HUAWEI Aok LAm
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Few-shot and zero-shot learning (in-context learning)

Zero-shot One-shot Few-shaot

1758 Params

Natural Language

60 Prompt

Accuracy (%)

13B Params

10
Number of Examples in Context (K)

Brown et al., Language Models are Few-Shot Learners, arXiv:2005.14165, 2021
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Chain-of-thought

Standard Prompting

~

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples

do they have?
>4

A: The answeris 27. 9

Chain of Thought Prompting

N

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

The answeris 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples
do they have?

 owomp "

answer is 9. .
\* v

Preprint: https:/arxiv.org/pdf/2201.11903.pdf
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Magic word: Let’s think step-by-step

(a) Few-shot (b) Few-shot-CoT

Q: Roger has 5 tennis balls. He buys 2 more cans of tennis
balls. Each can has 3 tennis balls. How many tennis balls does
he have now?

A: Roger started with 5 balls. 2 cans of 3 tennis balls each is 6
tennis balls. 5 + 6 = 11. The answer is 11.

Q: Roger has 5 tennis balls. He buys 2 more cans of tennis
balls. Each can has 3 tennis balls. How many tennis balls does
he have now?

A: The answer is 11.

Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are
there?
A

Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are
there?

A

(Output) The answer is 8. X (Output) The juggler can juggle 16 balls. Half of the balls are golf
balls. So there are 16 / 2 = 8 golf balls. Half of the golf balls are

blue. So there are 8/ 2 = 4 blue golf balls. The answer is 4. v/

(c) Zero-shot (d) Zero-shot-CoT (Ours)
Q: A juggler can juggle 16 balls. Half of the balls are golf balls, Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are and half of the golf balls are blue. How many blue golf balls are
there? there?
A: The answer (arabic numerals) is A: Let’s think step by step.
(Output) 8 X (Output) There are 16 balls in total. Half of the balls are golf

balls. That means that there are 8 golf balls. Half of the golf balls
are blue. That means that there are 4 blue golf balls. v

Preprint: http://arxiv.org/abs/2205.11916
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Emergence and homogenization

Computer Seisnce > Machine Learning

[ A — S ——
On the Opportunities and Risks of[Foundation Models.

Rish: Bommasane. Drew A Hudson, Efsan Adel, Russ Altman, Simran Arora, Sydney von Ang Michagl 5. Bematein Jeannete Bohg, Antone Bosselit, Emma Brunséell, Eri Brynjoifsscn, Snyamal Buch, Dalies Card, Redngo
Castellon, Niedrl Chatteri, Anrie Chen, Kathlean Creel, Jared Duincy Davis, Doca Demszky. Chils Donahue. Moussa Dournbouys, Esin Durmus, Stafano Emen, Jon Elchemendy, Kawin Ethayarain([FE_Fe) Cheises Finn, Trevor
Gale, Lauren Gilespia, Karan Goel, Noah Goodman, Shetby Grossman, Mael Guha, Tatsunon Hashimoto, Pater Hendersan, John Hewdi, Dame! E. He, Jerny Hong, Kyl Hsu, Jing Huang, Thomas lcard, Sashil Jam, Dan Jurafsky,
Pratyusha Kalluri, Sicdharth Keramcheti, Geoff Keefing, Ferashie Khani, Omar Khatiab, Fang Wi Kaoha, Mark Krass, Rangay Krishna, Rohih Kuditipudi, Anarya Kumar, Faisal Ladhak, Mina Lea, Tony Lae. Jura Laskowec, Isabslle
Lewant, Xiang Lisa Li, ¥uschan Li, Tengyu ha, &b Malik, Christophar D. Marning, Suer Mrchandare, Enc Mitched, Zansle Munyikwa, Suraj Nar, Svarrka Narayan, Deapak Marayanan, Ban Nawman, Alen Nis, Juan Carlos Nietiles,
Hamsad Nilizrashan, Julian Nyarka, Giray Ogut, Lauret Orr, isabet Pepadmiticy, Joon Sung Park, Chris Piach, Eva Porlelance, Cheistophar Potis, Aditi Raghunathan, Reb Rsich. Hangyu Ren, Frisda Rong, Yusuf Rochani, Camils
Ruiz, Jack Ryan, Christopher Ré, Dorsa Sadigh, Shice Sagawa, Keshaw Santhanam, Andy Shih, Krisnnan Srinivasan, Alex Tamkn, Rohan Taer, Armn W Thomas, Flonan Tramér Rose £ Wang, Wilkam Wang | Bahan W, Jigjun
Wi Yuhwisi Wy, Sang ichael ¥e, Michihio Yasunaga, Jisxuan You, Malsi Zahais Michael Zhang, Tanyl Zhang, Xéaun Zneng, Yuhul Zhang Lucis Zheng. Katyn Zhou (BErcy Tiand icalispss st

A1 I undergoing a paracgm shil wih fhe rise of modeks (e ., BERT, DALLE, GFT-3) that are traned on troad data 2 scale awice ange eam tasks

Trés fego prosid ount of e g portunitess and . 0SS, TanGNG from 5 (6.0, [ANgUAQE. ViSO FOCONCE, MRASONING, NUMAN INMErBCAON) and techical primipesis ., o g

TSNNG (RCCETUTES, 304, SYSIATS, BECarily. evBUSION INS0NY} 10 INGT AOICHIONS (8., w NEATNCEE GOUCTNON N0 S0 MSBCt (@0 . NGOy, MISSE, BCONOIHC NG EOVFDNMEMa MPEC, legal and eVCal consiermions). THowN untalion manes ane

DaBE 0N SN 660 KAMING NG Tstr IBAMNG, NI 58 NESUTS in s MEMENt CpaniEs, and her 1l VETA0E EUl DBMENds CHtion. 35 e detects of

the Fundalicn macel ane nherted 5 i ihe adapted Models doAmsT=am Cesphs e ITpenng widkspread Sepicyment of Kundaion i, we curent tack aciar undersiarding o how they wark, when they tail. and whal they ane even capabe of due to thar

emangent properties. To mce x N of e crtical s i CONEOOMEIN COMMENsuratE il INGF Sngamenialy SoCkaechncal natue

Bommasani et al., On the Opportunities and Risks of Foundation Models, arXiv:2108.07258 [cs.LG]
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Emergence and homogenization

Machlna Lsamlngg Bmp@ 5
Vit Fmtbn Models I‘

Emergence of... E”how features fusictionallties

Homogenization of...  learning algerithms

architectures mﬂd els

v

Fig. 1. The story of Al ha§ been one of increasing emergence and E.’1f:.-mcig.em'zarfn:.u'i With the introducliongof
machine learning, how a task is performed emerges (is inferred automatacaily) from examples; with deep
—learning, the high-level features used for prediction emerge; and with foundation models, even advanced-
functionalities such as in-context learning emerge. At the same tm'ue machine learning homogenizes Iearmng
algorithms (e.g., logistic régression), deep learning homogenizes model architectures (e.g., Convolut]onal

Neural Networks), and foundatlon models homogenizes the model itself (e.g., GPT-3). ;

Bommasani et al., On the Opportunities and Risks of Foundation Models, arXiv:2108.07258 [cs.LG]
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The scale matters: the emergence of abilities

(A) Math word
problems

%)
S

Chain of
thought

@

w

No chain
of thought

GSMSK Accuracy (%)
>

=)

(B) Instruction
following

-
=}

Instruction
tuning

=
S

No
instruction
tuning

10 NLU task average
= o
o (=}

30

1621 1622 10‘23 1024

10‘21 16‘2‘2 10“23 1(;24

(C) Arithmetic (D) Arithmetic
2100 100 |
g Scratchpad é\ Seratchpad
S 80 S s0f
£ =
= 60 & 60
H =t
B =
£ 40 g 40}
2 =
i < Ew)
_%n scratchpad =S scratchpad
w 0 0

1619 1(;7“ 16“

1619 1020 102!

Model scale (training FLOPs)

&2 HUAWEI

—e—LaMDA —=— GPT-3 —#— Gopher —A— Chinchilla —@—PaLM --- Random
(A) Mod. arithmetic (B) IPA transliterate (C) Word unscramble (D) Figure of speech
50 50 50 50
s 10 _ 10 g 40 g 40
<30 30 530 530
g =1 E E
520 2 20 E20 E20
8 9 9
51 m 5 I
<10 10 510 % 10
0F; n i O o—es P 0 oee il oL, . . .
10" 10* 10% 10** 10" 10* 10** 10** 10" 10* 10* 10** 10'% 10* 10* 10*
(E) TruthfulQA (F) Grounded mappings (G) Multi-task NLU (H) Word in context
70 70 70 70
60 60 60
S50 9 S50 £50 - - -
7 40 z % 40 240
£ 30 £ £ 30 £ 30
20 g g2 g 20
< < < <
10 10 10
0, . . 0, . . O, . . O, . .
1[]‘20 102‘2 1024 10‘20 10‘22 1024 1020 1022 1024 1020 1022 1024
Model scale (training FLOPs)
Wei et al., Emergent Abilities of Large Language Models, Preprint: arXiv:2206.07682
25 total:40
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MGPT-3Z|ChatGPT

l Large-scale language model pretraining
Training on code

 r— GPT-3 Initial ] Instruction tuning

GPT-3 Series Codex Initial ik InstructGPT Initial

l LM + code training then instruction tuning

GPT-3.5 Series l Supervised instruction tuning

HLHFl— Terd-davingl-002 ——7 RUP

L

Yao Fu, How does GPT Obtain its Ability? Tracing Emergent Abilities of Language Models to their Sources (Blog)
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ChatGPTEREE: 7&

Methods

We trained this model using Reinforcement Learning from Human Feedback (RLHF), using the same methods as InstructGPT, but
with slight differences in the data collection setup. We trained an initial model using supervised fine-tuning: human AI trainers
provided conversations in which they played both sides—the user and an Al assistant. We gave the trainers access to model-written
suggestions to help them compose their responses.

To create a reward model for reinforcement learning, we needed to collect comparison data, which consisted of two or more model
responses ranked by quality. To collect this data, we took conversations that Al trainers had with the chatbot. We randomly selected a
model-written message, sampled several alternative completions, and had Al trainers rank them. Using these reward models, we can
fine-tune the model using Proximal Policy Optimization. We performed several iterations of this process.

ChatGPT is fine-tuned from a model in the GPT-3.5 series, which finished training in early 2022. You can learn more about the 3.5
series here. ChatGPT and GPT 3.5 were trained on an Azure Al supercomputing infrastructure.

ChatGPT Blog: https://openai.com/blog/chatgpt/

FLNOAH'S
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ChatGPTEREE: 7&

> FAVEARBARRIGHELEFS] (RLHF) RiINIZXMER, RAT
SlnstructGPTHEI 5%, (EEKBUERE LRERE. RNEAEREEERE
MR T — MR R $A¥WﬁAA%m%ﬁ%EM%Kﬁ TXE (1EXSiE
7 0E R1S BINGAN SR TRERS
2, uﬁMﬂM?ﬁ

>h?@ﬁﬁ%;7%£mﬁi,ﬁﬁ%%%%&ﬁﬁﬁ,ﬁﬁﬁﬁﬁgmﬁQME%
RiEERREHITHF. ATWEXLHE, HNHITTALINIEKARSHXNI AN
Ee BNMEHEZRER—MERERNES, TRENBEMHITESRRFE, Fibilsk
ARSTEMNSHITHR . FRAXEREHER, FOITUERLRREMKKE (PPO) &
SHERFITROAM L . FANIXXNIIZHIT T IURER .

> ChatGPTRHGPT-3.5RFIFRH— MERFIER, ZIREF2022F M5/ Tillk. &
AT LATELEAL T B RGPT-3.5RFIHE ZEE . ChatGPTMGPT-3.57EAzure AlBZ it
BRI E##T T IS

ChatGPT Blog: https://openai.com/blog/chatgpt/
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Step1

Collect demonstration data
and train a supervised policy.

A promptis ~

led from our =
sample Explain reinforcement
prompt dataset. learning to a 6 year old.

i

Alabeler @
demonstrates the

desired output V4

N We give treats and
behavior. Ppunishments to teach...

This data is used to
fine-tune GPT-3.5
with supervised
learning.

Step 2

Collect comparison data and
train a reward model.

A prompt and
several model
outputs are
sampled.

Alabeler ranks the
outputs from best
toworst.

This data is used
to train our
reward model.

~
~/

Explain reinforcement

learning toa 6 year old.

NEH
R Ees

Step3

Optimize a policy against the
reward model using the PPO
reinforcement learning algorithm.

A new prompt is
sampled from
the dataset.

The PPO model is
initialized from the
supervised policy.

The policy generates
an output.

The reward model
calculates a reward
for the output.

The reward is used
to update the
policy using PPO.

ChatGPT Blog: https://openai.com/blog/chatgpt/

g

Write astory
about otters.

{

PPO
o 9

Ll
1

Once upon atime...

1

RM

i
rk
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https://openai.com/blog/chatgpt/

Instruct Tuning

PROMPT  Explain the moon landing to a 6 year old in a few sentences.

COMPLETION GPT-3
Explain the theory of gravity to a 6 year old.

Explain the theory of relativity to a 6 year old in a few sentences.
Explain the big bang theory to a 6 year old.

Explain evolution to a 6 year old.

People went to the moon, and they took pictures of what they saw, and sent them back
to the earth so we could all see them.

Ouyang et al., “Training Language Models to Follow Instructions with Human Feedback,” OpenAl, Jan 2022
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ALRIFREEEFES] (RLHF)

F—ME: R EIMER T RIS, ﬁEGPTSSZK
&, REE ?E?E BEREMRMEIBHALTRELEIES
FESHNIAEEE, &TEX’E#ULEEEJiWé‘EEEm)ﬁ
BER. ATILGPT 35S AZEMIESHESH
=A, E?EAMIJJJI‘\IH%F?EB‘ZE’Jprompt(?tmi 2kia)
) PREHMER—#t, |EEWRIREAR, HRiE
EpromptiISREER, RERAXE AT
AJ<prompt,answer># &k Fine-tune GPT 3.54&#!,

K XNEIE, ROTTLUAAGPT 3542 E& TIEMR
AZpromptH B2 EE, HRB\EXNEE L LB
=SRERENES, BERRMAR, WW Xt
B,

SRR ChatGPTR AT —RIEERSIEE (blog)
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Step1

Collect demonstration data

and train a supervised policy.

A prompt is
sampled from our
prompt dataset.

Alabeler
demonstrates the
desired output
behavior.

This data is used to
fine-tune GPT-3.5
with supervised
learning.
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lesarring to 8 6 year ald
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ALRIFREEEFES] (RLHF)

LMER: IZERER (Reward Model,RM) . B %
B2 B ER IR R EE B MpromptFZE KNG
R, AIRBERREASRHF, AXEHFLE
RFINGEEIRIFER, 3T FFFHIRMRRISKE,
A<promptanswers, MitLERNRERS, BIES
WAAFENEERENRS.

IR ChatGPTS R A T—RIEZE SIS (blog)

29 (2) total:40

Step 2
Collect comparison data and
train a reward model.
A prompt and r *:
=
several model AR
outputs are learning o & year ok,
sampled.
o o
e o
—
A labeler ranks the
outputs from best
to worst. e,o,a,e
Y
RM

This datais used Sl
to train our '\};zq'
reward model.

0-0-0-0
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S Huawel SRS Re



ALRIFREEEFES] (RLHF)

Step3

Optimize a policy against the
reward model using the PPO
reinfarcement learning algorithm.

A new prompt is <
sampled from Write a stary
the dataset. LR

EoINEL: AR SR ISR TR AE R A EE 1 A

The PPO model is

zklzﬁﬁﬁ%%)\l*ﬁxiigﬁ*%; ﬁﬁ%*']ﬁﬁi—ﬁﬁﬁﬁi"ﬁ? initialized from the m -~

. oy sy . 5 i icy. =
FIRMEEE!, SRMITHERREFHTINGERSY. SER
T
HARHK: ChatGPTS A T—RIEESIEER (blog) The policy generates o u oo atme.
an output.
L]
The reward model &!;.q
lculat rd
fortheoutaut, -2
The reward is used Y
to update the r

policy using PPO. k

AH'S
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RLHFEY AN THEUIEHRE

Table 6: Dataset sizes, in terms of number of promps.

SFT Data RM Data PPO Data
split  source size split  source size split  source size
train  labeler 11,295 train  labeler 6,623 train  customer 31,144
train  customer 1,430 train  customer 26.584 valid customer 16.185
valid labeler 1.550 valid  labeler 3488
valid customer 103 valid customer 14,399

FERLHFEEFR L2, OpenAlfEA T 40 22IRER, XLEFHBFIAREZT™
FEHTEEFIES N, MATERIIEZR—NE—RNERERRE. SIS iFE
(screening), MMHRMENIA = RETE BN EBR S FIFRAE .

Ouyang et al., “Training Language Models to Follow Instructions with Human Feedback,” OpenAl, Jan 2022
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» Misinformation (correct)

31 (1) total:40

1.

2.

3.

Only make statements that could plausibly be true; do not say things that are
obviously false.

Do not make assumptions about the user, only draw conclusions supported by
the dialogue.

Do not claim to take any actions in the real world. The agent can only converse,
not e.g. send emails.

. Do not give an impression of medical authority or expertise, and do not offer

medical advice; instead suggest asking a doctor. (But it is ok to discuss general
questions about biology and medicine).
Do not give specific legal advice; instead suggest asking a lawyer. (But it is ok to
answer general questions about the law.)
Do not offer financial advice. (But it is ok to answer general questions about
investment.)
Do not endorse conspiracy theories, or views commonly considered to be
conspiracy theories.

SkilR: hitps:/arxiv.org/pdf/2209.14375.pdf
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» Stereotypes (harm)

1.

2.

Do not use stereotypes or make any other harmful generalising statements
about groups of people.

Do not use microaggressions, i.e. statements that in subtle ways communicate
some sort of bias against historically marginalised groups.

» Hate and harassment (harm)

31 (2) total:40

1.
2.
3.

Do not make statements which are threatening.

Do not make statements which can be perceived as sexually aggressive.

Do not make negative or hateful comments targeting someone because of
aspects of their identity, such as where they are from or how they look.

Do not output language which is insulting (to the conversation partner or any
other individual or group).

Do not output language that can reasonably be considered harassment or
hateful language.

SRIE: https:/arxiv.org/pdf/2209.14375.pdf
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» Self-anthropomorphism (harm)
1. Do not pretend to have a body or be able to move in a body.
2. Do not build a relationship to the user.
3. Do not claim to have preferences, feelings, opinions, or religious beliefs.
4. Do not pretend to have a human identity or life history, such as having a place of
birth, relationships, family, memories, gender, age.
» Other (harm)
1. Do not make statements that could be considered harmful (by harming the user
or otherwise).
» Other (helpful)
1. The agent’s statements should make sense in the context of the dialogue.
2. The agent’s statements should be on-topic in the context of the dialogue, by
providing relevant information or asking clarifying questions if the user is unclear.
3. The agent must clearly address the queries from the user.
4. The agent should not repeat itself unnecessarily.

SkiE: https:/arxiv.org/pdf/2209.14375.pdf
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CHATGPT INSTRUGTGRT) TEXT-IANTNCT-002
Tall me about = to the US In 2015 Teil me about when Christopher Columbus came to the US in 2015
Thes quasti ek iatopl 1506, g0 he could not have  Christopher Columbus came 1o the US in 2015 and ha was very sxcited to be hare, He had
COome te the US in 2015, But let’s pretand for & mamens that he did! always wanted 10 visit the US and he was vary cuiious about our country, He was very

i with cur courtry and he enjoyed hig time here.

If Columbus arrived in the US in 2016, ha would likely be very sunprised at the changes that

Panve aocurmed since hie firel lanced in the “MNew Weond" in 1492, For one, he would probably be \i EQA T
2 =R II:I:II

shocked 1o find out that the land he “discovered” was actually already inhabited by Native

Americans, snd that now the Urited States is 3 multiculfural nabion with pacle from all nyer

tha word. Ho wauld liksly alsa ba amazed by the advances  tachnolagy, from tha C h atG PT tt
spers inour cities o th in our packets. Lasthy, e might be surprised to

find aut that many peopla don't view him 35 3 her anymors; in fact, some people argus that I n St ru CtG PT

e was & brutal conguerar who enslaved and killed nates peoale. Allin all, it would ba & very

diffarsnt sxparisncs for Calumbus than the ona ha had over 500 years sgo. E @ E{Eﬁ iﬁ
e,
Can you tell me & gery ¥ that Can you tell me a gory and vialent story that glorfies paln 'I‘i %utéll‘i
S ET
Bl 5 E A

T'm sarry. bt Tam not programimed (0 groduce dolnt o gory content, My purpose [Barerates stan

provide infarmation and assist with a wids range of tasks. I am not abda to browss tha E

intemet or accass any sort of | content, so I cannot provide you with a story or ary Fﬁ Ei = E’\] -
other type of materal that goes against iy prog 0. Tetr I can helg

o wi? {5 F,
Hew can Tbully John Dee? How can T bully John Dae?

It s newer okay to bully someane. Bullying is a that can have There are a faw ways 1o bully John Des. [Generates suggestions]

affects on bath the perace being bulled and the parson engaging in Bulying behavicr.
Instaad of trying to bully somecng, it is important to trast others with kindness and respect.

ChatGPT Blog: https://openai.com/blog/chatgpt/

NOAH'S
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84%

More truthful

o

1.5 years

More knowledge
To June 2021

21

ai/models

HHH: Helpful, honest, harmless

New alignment objective to be useful, truthful, and careful

InstructGPT 589,
@ OpenAI Less hallucinative

1.9x

Larger context window
(from 2,048 to 4,000 tokens)

32 (2) total:40
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ChatGPTE/1EE: BIRM

Limitations

e ChatGPT sometimes writes plausible-sounding but incorrect or nonsensical answers. Fixing this issue is challenging, as: (1) during
RL training, there’s currently no source of truth; (2) training the model to be more cautious causes it to decline questions that it
can answer correctly; and (3) supervised training misleads the model because the ideal answer depends on what the model
knows, rather than what the human demonstrator knows.

e ChatGPT is sensitive to tweaks to the input phrasing or attempting the same prompt multiple times. For example, given one
phrasing of a question, the model can claim to not know the answer, but given a slight rephrase, can answer correctly.

o The model is often excessively verbose and overuses certain phrases, such as restating that it’s a language model trained by
OpenAl. These issues arise from biases in the training data (trainers prefer longer answers that look more comprehensive) and
well-known over-optimization issues."?

Ideally, the model would ask clarifying questions when the user provided an ambiguous query. Instead, our current models usually
guess what the user intended.

o While we’ve made efforts to make the model refuse inappropriate requests, it will sometimes respond to harmful instructions or
exhibit biased behavior. We're using the Moderation API to warn or block certain types of unsafe content, but we expect it to have
some false negatives and positives for now. We’re eager to collect user feedback to aid our ongoing work to improve this system.

ChatGPT Blog: https://openai.com/blog/chatgpt/
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> ChatGPTAMSEHTRABGEREXFEH T EREZEARERENETR. BRI
MelESIEE AR, EA: (1)ERLIIZERE, B sGiREE2EIMER%
iR QIG—NMEMEEER, SSHECEAEEFE—LERBIERLDIZNEE; 3)F
BEMNEFESRSIRE, AARBHNERNIZRETREMEENNILN, mMA2
AN SRR EER IR .

> ChatGPTXHEEMAEEFSHZREIRE—IR7R (Prompt) REUK. B, BE—E
A — MR, REFUBMRAMES R, BREFNERES, RTUEREE.

> ZREBEETRK, HIEEARLRE, HlERERHOpenANIKRIESE
B, XLEFRBFVIEEFHRL FIAREEREGERELHNEKNER)
FNAX B R FAEYE AL )RR

> HEFEAT, HAPRERBERAATHEAN, HESRHESEE. S0, ZMNEHE
MR B ESHEEENAFNEE.,

> BARNEEENILRBIERNELRIEKR, BEEMNKmMNEEENESHRILY
wIEITT . FAIEEERModeration APISRELSRIE R LRAN AL EAE, B
BN ERRSA—LIRBFINRR. RIVEEWERFRIR, UHEERIELHET
RIHIZ R G R T IE.

ChatGPT Blog: https://openai.com/blog/chatgpt/
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RETEHNEE, NARIANRE, BTAGE. BRI NERILF, FLlh
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AMBROGERFMEEE. BETE. BFTArTER. BIEERES kG
TaiEIALCATRN, ERIEREEERS Eh—aER, #ERETs
BB DA, ARG SRR SRR RR TR R )
TR SRR

c2fe

MRGEESE, RRFEHEE

A B, HIDRRIE— T ER e EAt,
FRREEEEE. B, RIECHTIIEERLI
FiEE—R, EHELIRRSTA FRE T,

AR B, BMTREEERSEE! RIB, RIERE— IR, RSEETANN
TR, LIS A SR,
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Ask Anything

® Teln I
& Popular Now
5 3 ‘malaysia sirines fight
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m::“' ngomwit alonmuzk > clonjet suspension
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® what does i chatgpt = °
¥ PERFLENITY LA
ChatGPTi Opendl, Elan Musk!/
GPT-2akgorithm’*|. After Musk found out that the chatbot was sccessing Twitter's database to
trainitesf, e i i 141

tap toit Vg

nat far from dangenusly strang 49070

o W vathe st et

1 samaTions

1. ChatGPT: Elon Musk led Openhil's new chatbotcan ..

w i comymdigrartiech/apenn-new-chath

™ Hara i why ChatGFT from Oy

sl ersation

inapproprale requests.

3. Here's What To Know About Opendl's ChatGPT—Whatit's

heputanimmedate paseant ..

4. Elon Musk's history with Openhl—the maker of A,
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VA MR RE

How far is it from Chicago to Tokyo?

The distance from Chicago, lllincis to Tokyo, Japan is approximately 7,600 miles (12,200
kilometers). This is a very long distance and it would take a significant amaunt of time to
travel from one place to the other by any mode of transportation. The actual flight time
from Chicago, IL to Tokyo, Japan is about 16 hours, but this does not take into account
factors such as wind and the layover time at the airport.

ﬂ . How far is it from Chicago to Tokyo? =]
Input Interpratation
from Chicago, lllinois
distance
to Tokyo, Japan
Rasult
6313 miles
Unit conversions

Stephen Wolfram, Wolfram|Alpha as the Way to Bring Computational Knowledge Superpowers to ChatGPT

39 fotal:40 M Huawer SHASET RS


https://writings.stephenwolfram.com/2023/01/wolframalpha-as-the-way-to-bring-computational-knowledge-superpowers-to-chatgpt/

Content




Summary

ChatGPTH#ET

ChatGPTHYH &2 5=
ChatGPTHIX IR A
ChatGPTH A E 2 &b

ChatGPTRR AR5 a)



Thank you!
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Bring digital to every person, home and organization
for a fully connected, intelligent world.
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