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核心观点
◼ AI正处史上最长繁荣大周期：在进入21世纪以来，在大数据和大算力的支持下，归纳统计方法逐渐占据了人工智能领域的主导地位，深度学习的浪

潮席卷人工智能，人工智能迎来史上最长的第三次繁荣期，至今仍未有结束的趋势。

◼ OpenAI的“暴力美学”：大算力和大数据：OpenAI 认为，通过独立延长模型训练时间、增加训练数据量或者扩大模型参数规模，预训练模型在

测试集上的 Test Loss 都会单调降低，从而使模型效果越来越好。我们认为，在 Scaling Law 的框架下，只要追加数据与算力，大模型的能力就能

持续增强。对于OpenAI而言，目前大模型的最大限制是数据和算力的总量。

◼ 大模型开启新一轮大国竞争，半导体成顶层博弈焦点：预训练大模型是现阶段人工智能的集大成者，代表了统计学习流派的最高成就。在新一代技

术未出现前，它将是人工智能研究和开发的最强武器。围绕大模型的研发和落地，中美之间已经展开了新一轮的竞争，美国已对华限制销售最先进

的英伟达A100和H100 GPU 训练芯片。半导体作为AI算力核心，将受到顶层高度关注，成为大国博弈的焦点之一。

◼ AI模型运算规模增长，算力缺口巨大：基于大量数据训练、拥有巨量参数的AI预训练模型—GPT-3，引发了AIGC技术的质变，从而诞生ChatGPT。

然而，预训练模型参数数量、训练数据规模将按照 300 倍/年的趋势增长，现有算力距离AI应用存巨大鸿沟。运算规模的增长，带动了对AI训练芯

片单点算力提升的需求，并对数据传输速度提出了更高的要求。

◼ 建议关注：

◼ GPU ：景嘉微、航锦科技，海光信息和未上市的地平线、黑芝麻、摩尔线程

◼ AI训练芯片：寒武纪、商汤（港股）、燧原科技（未上市）

◼ AI存力：兆易创新、北京君正、东芯股份

◼ HBM：雅克科技、深科技

◼ 半导体大国重器：中芯国际、北方华创、中微公司

◼ 风险提示：AI算法、模型存较高不确定性，AI技术发展不及预期；ChatGPT用户付费意愿弱，客户需求不及预期；针对AI的监管政策收紧

https://sourl.cn/2kDiVm
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AI正处史上最长繁荣大周期

资料来源：华为，中航证券研究所

◼ 人工智能从1956 年被正式提出以来，经历了数十年的

发展历程。人工智能诞生初期，其研究主要分为三个流

派，即逻辑演绎、归纳统计和类脑计算。

◼ 人工智能研究的三大流派各有优劣势。类脑计算流派的

目标最为宏远，但在未得到生命科学的支撑之前，难以

取得实际应用。归纳演绎流派的思考方式与人类相似，

具有较强的可解释性。由于对数据和算力的依赖较少，

归纳演绎流派成为人工智能前两次繁荣的主角。随着学

界对人工智能困难程度的理解逐渐加深，数理逻辑方法

的局限性被不断放大，并最终在第三次繁荣期中，逐渐

让位于统计学习的“暴力美学”。

◼ 在进入21世纪以来，在大数据和大算力的支持下，归纳

统计方法逐渐占据了人工智能领域的主导地位，深度学

习的浪潮席卷人工智能，人工智能迎来史上最长的第三

次繁荣期，至今仍未有结束的趋势。

图：人工智能发展史

https://sourl.cn/2kDiVm


通用大模型加持，平民化AI普惠千行百业

资料来源：华为，中航证券研究所

图：在100 张图像上训练基础物体检测算法，从头搭建 vs 大模型支持

◼ 深度学习依然受到统计学习的框架限制：特征抽取和模板匹配。相比于人类基于知识的推断，这种方式无疑是低效的，因为对于任何新的概念乃

至新的实体，算法都需要专门的训练数据来提供相关的信息。在没有基础模型支撑的情况下，开发者们必须从头开始完成收集数据、训练模型、

调试模型、优化部署等一系列操作。对于人工智能开发者和垂直细分行业应用而言，都是重大的挑战。

◼ 预训练大模型降本增效，将推动AI普惠千行百业。预训练大模型加持下的人工智能算法（包括计算机视觉、自然语言处理等），相比于普通开发

者从头搭建的算法，精度明显上升、数据和计算成本明显下降，且开发难度大幅降低。

从头搭建

1 x GPU

2 x 小时

0 x 开发者

1%~10%成本

8 x GPU

7 x 天

1 x 开发者

100%成本

大模型
支持√



GPT基础大模型驱动，引发AIGC范式革命

资料来源：腾讯，中航证券研究所

◼ 以ChatGPT为代表的AIGC应用在 2022 年的爆发，

主要是得益于深度学习模型方面的技术创新。不断

创新的生成算法、预训练模型、多模态等技术融合

带来了 AIGC （AI Generated Content）技术变

革，拥有通用性、基础性多模态、参数多、训练数

据量大、生成内容高质稳定等特征的 AIGC 模型成

为了自动化内容生产的“工厂”和“流水线”。

◼ 基础层是核心，GPT-3模型起关键支撑作用。

GPT-3一个大规模的通用语言模型，已经在来自各

种来源的大量文本数据上进行了训练。能够产生类

似人类的反应，并可用于广泛的语言相关任务。

◼ ChatGPT基于目前较新的GPT-4模型版本进行研发，

专注于自然语言对话，接受了更广泛的语言模式和

风格培训，因此，能较GPT-4产生更多样化和微妙

的响应。

图：AIGC产业架构

以预训练大规模模型为基
础搭建的 AIGC 技术基础
设施层。

在基础层上生成场景化、
定制化、个性化的小模型，
实现不同行业、垂直领域
的流水线式部署

面向 C 端用户的文字、
图片、音视频等内容生
成服务

基础层 中间层 应用层

预训练模型 重直化、场景化、个性化
模型

图像、语音和文字生成等
各种各样的AIGC的应用



OpenAI的“暴力美学”：大算力和大数据

资料来源：拾象科技，中航证券研究所

图：OpenAI决策路径

◼ 穷尽所有的测试数据和训练材料，AI就会呈现出恐怖的准确率。OpenAI 意识到了“ 大” 和“ 规模” 的力量，沿着该路径狂飙，阅览了几乎所

有互联网数据，并在超级复杂的模型之下进行深度学习。

◼ 2017-2019年， OpenAI 做出了有别于市场共识的关键决策，公司在Transformer 基础上押注大算力和大数据的“暴力美学”。并在GPT-3后迅

速引入了人类反馈，让模型的语言前后逻辑更加明晰、有因果关联。



OpenAI的“暴力美学”：大算力和大数据

资料来源：《Scaling Laws for Neural Language Models》，中航证券研究所

图：Scaling Law：规模越大，模型越精确

◼ OpenAI 在《Scaling Laws for Neural Language Models》中提出语言大模型所遵循的“规模法则”（Scaling Law）。

◼ Scaling Law 说明：通过独立延长模型训练时间（Compute）、增加训练数据量（Dataset Size）或者扩大模型参数规模（Parameters），预训

练模型在测试集上的 Test Loss 都会单调降低，从而使模型效果越来越好。

◼ 我们认为，在 Scaling Law 的框架下，只要追加数据与算力，大模型的能力就能持续增强。对于OpenAI 而言，目前大模型的最大限制是数据和

算力的总量。



精细化策略+标注提升ChatGPT模型效果

资料来源：高盛，中航证券研究所

◼ 预训练大模型分为上游（模型预训练）和

下游（模型微调）两个阶段。上游阶段主

要是收集大量数据，并且训练超大规模的

神经网络，以高效地存储和理解这些数据；

而下游阶段则是在不同场景中，利用相对

较少的数据量和计算量，对模型进行微调，

以达成特定的目的。

◼ ChatGPT的训练过程也遵循预训练大模型

的基本原理。结合了监督学习和强化学习，

并且通过人工标注让模型更好地区别回复

的好坏。

◼ 我们认为，ChatGPT在模型和数据等环节

进行了大量的细节优化，高质量的海量数

据加上充分的训练，人工和算法的有机配

合，使ChatGPT在模型层面实现领跑。

图：ChatGPT的训练原理

第一步：
收集演示数据，并训练监督
策略

工程师团队设计了含有
大量提示文本的数据集，
取其中一条提示文本作
为任务

人类标注员对希望得到
的输出结果进行标注

通过监督学习，使用标
注过的数据集对GPT模
型进行微调

第二步：
收集对比数据，训练奖励模型

拿微调过的GPT模
型去预测提示文本
数据集里面的任务，
获得一系列结果

人类标注员对训练
结果按照从好到坏
进行排序

使用经过排序的标
注结果，训练奖励
模型

第三步：
通过优化策略对奖励模型进行
强化学习

从提示文本数据
集调取一条新的
提示文本，作为
新的任务

使用在第二步训
练好的奖励模型，
输出结果

奖励模型对输出
结果进行打分

计算出来的分数
被用来更新策略



大模型开启新一轮大国博弈

资料来源：华为，中航证券研究所

图：中美大模型对比

◼ 预训练大模型是现阶段人工智能的集大成者，代表了统计学习流派的最高成就。在新一代技术未出现前，它将是人工智能研究和开发的最强武器。

围绕大模型的研发和落地，中美之间已经展开了新一轮的竞争。

◼ 中国科学技术部高新技术司司长陈家昌，于2023年4月3日在国务院新闻办公室新闻发布会上表示，在人工智能方面，科技部专门加强顶层设计，

成立人工智能规划推进办公室，启动实施新一代人工智能重大科技项目。

◼ 国内科技企业纷纷对ChatGPT发表看法，百度、华为、腾讯、阿里巴巴等大多数头部企业表示，已经拥有、在研对标ChatGPT相关的模型及产品。

盘古(华为) NLP &CV8 
多模态&科学计算
参数:1000亿
数据:40TB 文本(更新)
资源:鹏城云脑川

文心ERNIE 3.0(百度）
NLP
参数:100亿
数据:4TB文本
资源: 384 V100 GPUs

悟道2.0(北京智源）
NLP& 多模态
参数:1.75万亿
数据:4.9TB图像，文本
资源:神威超算

M6(阿里)多模态
参数:100亿
数据:1.9TB文本、292 
GB图像
资源：128 A100 GPUs

紫东太初(中科院自动
化所)多模态
参数:干亿级
数据:文本、图像、音频

Turing-NLG(微软，
EN)
参数:170亿
数据:1-5百GB
资源:300-500GPUs

GPT-3(OpenA，EN)
参数:170亿
数据:570GB
资源:10000V100 
GPUs

Text Sum.( OpenAl，
EN)
参数:67亿
数据:12万文章
资源:微调使用
320GPU-Days

Switch-C(谷歌，EN)
参数:1.6万亿
数据:750GB
资源:32TPU核

威囊天(微软-英伟达，
EN)
参数:5300亿
数据:--
资源:--

PaLM(谷歌，EN)
参数:5400亿
数据:--
资源:4096TPU-v3
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大国AI竞赛，国内AI支出规模有望高速增长

资料来源：IDC，中航证券研究所

图：中国人工智能市场支出预测（百万美元）

◼ 据IDC，中国人工智能（AI）市场支出规模将在2023年增至147.5亿美元，约占全球总规模十分之一。2021年中国加速服务器市场规模达到53.9

亿美元（约350.3亿人民币），同比+68.6%；预计到2025年将达到103.4亿美元。年复合增长率为19%，占全球整体服务器市场近三成。

◼ 我们认为，预训练大模型是现阶段人工智能的集大成者，代表了统计学习流派的最高成就。在新一代技术未出现前，它将是人工智能研究和开发

的最强武器。围绕大模型的研发和落地，中美之间已经展开了新一轮的竞争。因此，国内人工智能的支出增速有望超过IDC的预测。

图：全球及中国AI服务器市场规模（亿美元）



算力芯片主导AI计算市场

资料来源：拾象科技，中航证券研究所

◼ AI 分布式计算的市场主要由算力芯片 (55-75%)、内存 (10-20%) 和互联设备（10-20%）三部分组成。美国已限制对华销售最先进、使用最广泛

的AI训练GPU—英伟达 A100以及H100，国产算力芯片距离英伟达最新产品存在较大差距，但对信息颗粒度要求较低的推理运算能实现部分替代。

◼ 我们认为，训练芯片受限进一步强调了高制程芯片设计、代工的国产替代紧迫性。而随着人工智能的应用普及，推理芯片的市场需求将加速增长。

算力芯片

系统芯片：CPU
训练芯片：GPU、

ASIC、FPGA
推理芯片

云端推理：GPU、

ASIC、FPGA

边缘推理：GPU、

SoC、Apple 

Silicon

存储芯片

DDR/GDDR/

HBM
SRAM RRAM MRAM

互连设备

服务器间连接 芯片间连接

GPU：NVLINK
Chiplet：AMD 

infinity
CXL



AI模型数据规模增长，AI算力需求井喷

资料来源：中国信通院，中航证券研究所

◼ 当前，预训练模型参数数量、训练数据规模按照 300 倍/年的趋势增长，继续通过增大模型和增加训练数据仍是短期内演进方向。未来使用更多种

图像编码、更多种语言、以及更多类型数据的预训练模型将会涌现。

◼ 当前算力距离AI应用存巨大鸿沟。根据 Open AI 数据，模型计算量增长速度远超人工智能硬件算力增长速度，存在万倍差距。英特尔表示，目前

的计算、存储和网络基础设施远不足以实现元宇宙愿景，而要想实现真正的元宇宙，目前的计算能力需量要再提高1000倍。

图：大模型参数量和训练数据规模增长迅速



AI模型数据规模增长，AI算力需求井喷

资料来源：华为，IDC，中航证券研究所

◼ 据IDC预计， 2021-2026年期间，中国智能算力规模年复合增长率达52.3%。2022年智能算力规模将达到268.0 EFLOPS，预计到2026年智能算

力规模将进入每秒十万亿亿次浮点计算（ZFLOPS）级别，达到1,271.4 EFLOPS。

◼ 运算数据规模的增长，带动了对AI训练芯片单点算力提升的需求，并对数据传输速度提出了更高的要求。

图：中国智能算力规模百亿亿次浮点运算/秒（EFLOPS）图：2012至2019年算力需求增长近30万倍



算力升级：AI训练芯片空间广阔

资料来源：IDC，松鼠厂，中航证券研究所

◼ IDC预计，到2025年人工智能芯片市场规模将达726亿美元。IDC全球范围调研显示，人工智能芯片搭载率将持续增高。目前每台人工智能服务器

上普遍多配置2个GPU，未来18个月，GPU、ASIC和FPGA的搭载率均会上升。通用性递减，专用性增强，为AI芯片的主要发展方向。

◼ 2021年中国以GPU为主实现数据中心计算加速，GPU在算力芯片的市场占有率接近90%。ASIC，FPGA，NPU等非GPU芯片市场占有率超过10%。

国际科技网络巨头公司谷歌、脸书，亚马逊等等在AI芯片领域从云端训练到终端产品应用，在开源框架赋能产业行业上有一定的领先优势。国内企

业也在打造从AI芯片注重云端训练+AI芯片终端响应+AI算法框架开源的生态体系。建议关注面向 GPU 的创新企业，包括景嘉微、航锦科技，和未

上市的地平线、黑芝麻、摩尔线程等。以及面向基于ASIC架构、感知识别等AI训练芯片公司，如寒武纪、商汤（港股）、燧原科技（未上市）等。

图：中国数据中心AI芯片市场规模占比

发展方向一：从通用
到专用

芯片架构 芯片特点 代表公司
专用性

(L1到L5依次增强)

CPU
CPU的通用架构设计使运行效率受限。当前CPU虽然在机器学习领域

的计算大大减少,但是不会被完全取代。
英特尔 L1

GPU
目前商用最广泛的AI芯片, 可以执行深度学习和神经网络任务。GPU

主要从事大规模并行计算,比CPU运行速度快,并且比其他专用AI处理器
芯片价格低。

英伟达、AMD L2

DSP
仅作为处理器IP核使用。目前基于DSP的设计有一定的局限性,一般都

是针对图像和计算机视觉的处理器IP核芯片,速度较快,成本不高。
新思科技、Cadence L3

FPGA
FPGA具有三大优点:单位能耗比低、硬件配置灵活、架构可调整。但

是,FPGA的 使用有一定门槛,要求使用者具备硬件知识。
赛灵思、微软 L4

TPU /ASIC
当前为谷歌公司专用,还不是市场化产品。ASIC芯片不能像FPGA很快

改变架构,适应变化,对企业而言成本较昂贵。
谷歌 L5

发展方向二：颠覆经典冯
氏架构，采用人脑神经元
的结构来提升计算能力

TrueNorth
模仿人脑神经元和神经突触的结构,功耗非常低。有可能实现人工智能
领域的通用化路径,但从短期来看,离大规模商业生产还有很远的距离。

IBM

表：AI芯片架构及发展方向



算力升级：冯氏架构“破壁者”，存算一体突破瓶颈

资料来源：中国移动研究院，中航证券研究所

◼ 冯氏架构以计算为中心，计算和存储分离，二者配合完成数据的存取与运算。然而，由于处理器的设计以提升计算速度为主，存储则更注重容量

提升和成本优化，“存”“算”之间性能失配，从而导致了访存带宽低、时延长、功耗高等问题，即通常所说的“存储墙”和“功耗墙”。

◼ 存算一体作为一种新的计算架构，被认为是具有潜力的革命性技术。核心是将存储与计算完全融合，有效克服冯·诺依曼架构瓶颈，并结合后摩尔

时代先进封装、新型存储器件等技术，减少数据的无效搬移，从而提升计算效率。中国移动已将存算一体纳入算力网络的十大关键技术。

图：存储计算性能存在“剪刀差”

场景 重点需求 存算一体优势

端侧
低延时、低功耗、低成本、

隐私性

当前存内计算产品已成功在端侧初步商用，提供语音、视
频等AI处理能力，并获得十倍以上的能效提升，有效降低
了端侧成本。

边侧
低延时、低功耗、低成本、

通用性

存算一体在深度学习等领域有独特优势，可以提供比传统
设备高几十倍的算效比，此外存内计算芯片通过架构创新
可以提供综合性能全面兼顾的芯片及板卡，预计将在边侧
推理场景中有着广泛的应用， 为广泛的边缘AI业务提供服
务。

云侧 大算力、高宽带、低功耗

存内计算可通过多核协同集成大算力芯片，结合可重构设
计打造通用计算架构，存内计算作为智算中心下一代关键
AI芯片技术，正面向大算力、通用性、高计算精度等方面
持续演进，有望为智算中心提供绿色节能的大规模AI算力。

表：存算一体化应用场景广泛



算力升级：冯氏架构“破壁者”，存算一体突破瓶颈

资料来源：中国移动研究院，中航证券研究所

◼ 当前NOR Flash、SRAM等传统器件相对成熟可率先开展存内计算产品化落地推动。新型器件中RRAM各指标综合表现较好，MRAM寿命和读写

性能较好，均有各自独特优势与发展潜力可持续推动器件成熟，同步进行存内计算探索。

◼ 三星电子、SK海力士、台积电、美光、IBM、英特尔等都在进行存算一体技术的研究。国内公司中，亿铸科技、千芯科技、后摩智能专注于大算

力存算一体芯片，闪易半导体、苹芯科技、知存科技、智芯科、九天睿芯专注于小算力存算一体芯片。上市公司中，推荐关注打造存算生态的头

部公司兆易创新，研发布局NOR Flash的恒烁股份，以及拥有存算一体研发项目的东芯股份。

图：存内计算器件对比分析

器件 SRAM NOR FLASH RRAM MRAM PCM

易失特性 易失 非易失 非易失 非易失 非易失

多值存储 否 是 是 否 是

现有工艺节点 5nm 28nm 28nm 16nm 28nm

理论工艺极限 2nm 14nm 5nm 5nm 5nm

单比特存储面积 (F2/bit) ~300 ~7.5 20~40 ~30 ~24

读写次数 无限 10^6 10^8 ~10^15 10^8

应用场景 云侧和边侧的推理和训练 边侧和端侧的推理 云侧、边侧和端侧的推理 云侧和边测的推理和训练 云侧、边侧和端侧的推理



存力升级：HBM提升存储带宽

资料来源：SK海力士，中航证券研究所

◼ 以ChatGPT为代表的生成类模型需要在海量数据中训练，对存储容量和带宽提出新要求，HBM（High Bandwidth Memory，高带宽存储器）成

为减小内存墙的优选项。HBM将多个DDR芯片堆叠并与GPU封装在一起，是一种基于3D堆叠工艺的高附加值DRAM产品。通过增加带宽，扩展

内存容量，让更大模型、更多参数留在离计算核心区更近的地方，从而减少内存和存储解决方案带来的延迟。据Omdia预测，到2025年，HBM市

场的总收入将达到25亿美元。

◼ 由于ChatGPT的爆火，GPU需求明显，英伟达也加大对三星和SK海力士HBM3的订单。建议关注有HBM技术布局的A股相关标的，如：深科技、

雅克科技、国芯科技、通富微电。

图：HBM3产品结构 图：海力士HBM产品性能演进

HBM1 HBM2 HBM2E HBM3

发布年份 2014年 2018年 2020年 2022年

芯片密度 2Gb 8Gb 16Gb 16Gb

堆叠高度 4层 4层/8层 4层/8层 8层/12层

容量 1GB 4GB/8GB 8GB/16GB 16GB/24GB

带宽 128GB/s 307GB/s 460GB/s 819GB/s

I/O速率 1Gbps 2.4Gbps 3.6Gbps 6.4Gbps



◼ 传输速度迭代不止，高速光模块出货预计大幅增长。据lightCounting统计，2021年，200G、400G和800G的高速以太网光模块发货量达222万

只，2022年预计将达600万只，同比170%以上，800G的产品有望在2022年开始逐步放量。

◼ 据lightcounting2022年3月预测，未来随着AI、元宇宙等新技术不断发展，以及网络流量长期保持持续增长，以太网光模块销售额也将保持较快

增长并不断迭代升级。预计到2027年，以太网光模块市场将达到100.11亿美元。

图：高速光模块发货量预测（百万只）

传输升级：高速光模块放量

资料来源：光通信之家，lightcounting，中航证券研究所

图：以太网光模块营收预测（百万美元）



◼ CPO（协同封装光子技术）提升数据中心应用中的光互连技术。CPO将光学器件和ASIC紧密结合在一起，通过 Co-packaging 的封装方式，大体

积的可插拔模块被简单的光纤配线架所取代，因此前面板的物理拥塞得以缓解。而交换机和光学器件之间的电气通道大大缩短，因此CPO将增加

带宽和缩小收发器尺寸，提升系统集成度，同时降低功耗和封装成本。

◼ 据lightcounting预测，数据中心将率先使用CPO封装技术。同时，随着AI集群和HPC的架构正在不断演进发展，可能会看到CPO部署在GPU、

TPU以及以太网、InfiniBand或NVLink交换机上，另外有许多基于FPGA的加速器也可能受益于CPO。预测在2027年，CPO端口将占总800G和

1.6T端口的近30%。据机构CIR预测，CPO市场规模将在2025年超过13亿美元，2027年达到27亿美元。建议关注中际旭创、光迅科技、华工科技、

天孚通信、德科立、源杰科技等光模块产业相关标的。

图：CPO交换机

传输升级：CPO与硅光技术降本增效

资料来源：易飞通信，lightcounting，CSDN，中航证券研究所

图：CPO端口、可插拔以太网光模块和AOC出货占比预测



◼ 硅光芯片基于绝缘衬底上硅（Silicon-On-Insulator，SOI）平台， 兼容互补金属氧化物半导体 (Complementary Metal OxideSemiconductor，

CMOS） 微电子制备工艺，同时具备了 CMOS 技术超大规模逻辑、超高精度制造的特性和光子技术超高速率、超低功耗的优势。硅光芯片商业化

至今较为成熟的领域为数据中心、通信基础设施等光连接领域。目前，硅光技术在第一代4x25G光模块中主要应用于500m内的100G QSFP28 

PSM4；在第二代1x100G产品中，应用有100G QSFP28 DR1/FR1和LR1，作用于500m-10km场景中；在400G产品中，主要聚焦在2km以内的

中短距离传输应用场景，产品有400G DR4。未来随着技术逐渐成熟，激光雷达、光子计算等领域的应用有望实现突破。

◼ 建议关注光库科技、声光电科、赛微电子等硅光制造产业链相关标的。

传输升级：CPO与硅光技术降本增效

资料来源：华中科技大学武汉光电国家研究中心，易飞扬通信，中航证券研究所

硅光芯片在光模块中的应用 硅光芯片的未来主要应用场景展望



一、AI史上最长繁荣期，大国AI竞赛拉开序幕

二、大算力描绘AI的“暴力美学”
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四、风险提示

三、半导体作为AI算力核心，将再次成为大国博弈焦点



AI大模型催化新一轮半导体制裁

资料来源：新华网、智能网联汽车网、新京报、中航证券研究所

图：制裁加剧，顶层高度重视自主可控

◼ 围绕大模型的研发和落地，中美之间已经展开了新一轮的竞争。半导体作为AI算力核心，美国已在2022年9月限制中国采购最先进的AI训练芯片。

我们认为半导体将受到顶层高度关注，成为大国博弈的焦点之一。

2023年3月2日，国务院副
总理刘鹤调研北京集成电路
企业发展并主持召开相关座
谈会。会上提及发展集成电
路产业必须发挥新型举国体
制优势。

2023年3月31日，日本政府
宣布拟对23种半导体制造设
备实施出口管制，并就有关
措施征求公众意见。

2022年9月1日，美国芯片
巨头英伟达收到美国官方通
知，若对中国和俄罗斯的客
户出口两款高端GPU芯片—
—A100和H100，需要新的
出口许可。



晶圆制造现状：资本开支回落，大国竞争鼓励本土建厂

◼ Capex回落符合预期规律，国内代工龙头逆势上修。终端需求疲软，使得以存储为代表的厂商率先大幅削减资本开支，其中美光FY23预计下调3

成，SK海力士预计下调5成。根据IC Insights，2023年全球半导体资本开支1466亿美元，同比下滑19%，但仍处于历史第三高位。大陆代工龙头

中芯国际大幅上调资本开支并扩建天津西青工厂，“举国体制”下，国内IC制造的景气度无需过度忧虑。

◼ 大国竞争愈演愈烈，“竞赛式”补贴层出不穷。半导体产业发展历经多次重心转移，国家变迁，如今日本、欧洲半导体产业逐渐式微，各国危机

意识强烈。中美欧日韩纷纷出台补贴政策刺激，重点补贴IC制造。美国《芯片与科学法案》中补贴390亿美元投入IC制造，美光、Intel、TI纷纷

宣布扩产。我们判断，随着周期回暖及各国补贴政策的逐步实施，对晶圆厂投资会有所刺激和拉动。

表：全球部分大厂资本支出调整计划（除三星外，均为亿美元）

2020年 2021年 2022E
2022/2021
增长率

2021/2020
增长率

最新调整措施

台积电 172.4 300.4 360 20% 74% 减少40亿美元

联电 9.5 17.6 30 71% 84% 减少6亿美元

中芯国际 / 45.0 66 47% / 增加16亿美元

格芯 5.9 17.7 30-33 70%-87% 198%
下修12-15亿

美元

英特尔 142.6 187.3 250 33% 31% 减少20亿美元

德州仪器 6.5 24.6 35 42% 279% 不变

三星电子
32.9万亿

韩元
43.6万亿

韩元
47.4万亿

韩元
8.7% 33% 不变

国家/地区 出台时间 半导体产业振兴措施

中国
2020年8月

-至今

《新时期促进集成电路产业和软件产业高质量发展的若干政
策》,出台产业专项引导政策；此后陆续出台税收优惠政策、
“十四五”战略规划等。计划2025年国产芯片自给率达70%。

美国 2022年8月
《芯片与科学法案》，拨款527亿美元扶持半导体产业，其中
390亿美元投入半导体制造。

欧盟 2022年2月
《欧洲芯片法案》，投入430亿欧元，提振欧洲芯片产业，计
划2030年将欧洲芯片产能从不足10%提升到20%以上。

日本 2021年底
批准7740亿日元（68亿美元）的半导体投资预算，54亿美元
用于支持IC生产，包括支持台积电熊本工厂。

韩国 2021年5月
实施“K半导体战略”，携手三星电子、SK海力士到2030年投
资超过510万亿韩元；2023年1万亿韩元投资半导体产业。

表：全球半导体产业刺激政策

资料来源：各国政府官网，IC Insights，各公司公告，中航证券研究所



全球晶圆扩产脚步不止，内资产能有望提升

资料来源：各公司官网，产业链调研，Omdia2020报告，中航证券研究所整理（注：完整数据统计表，可以联系团队/对口销售）

◼ 国内晶圆产能将以远超全球增速的态势增长。根据我们对全球63家主流IDM/Foundry企业的产能统计，当前全球晶圆月产能2125万片（折合8英

寸），未来三年以7%左右的增速持续增长。且扩产以12英寸为主，预计2024年全球12英寸达到808万片/月。值得注意的是，国内12英寸产能将

达到155万片/月，保持30%以上的CAGR，中国大陆内资总产能有望从当前的15%增长至2024年的24%。

◼ 目前国内主要在建项目以12英寸28nm及以上的成熟制程为主。28nm是成熟的性价比的工艺节点，可以用在中低端手机、平板等绝大多数电子

设备，且能覆盖增速最快的汽车电子。SMIC一边突破先进制程，一边不断巩固自己在28nm的地位。

晶圆产能（万片/月）

2021年 2022E 2023E 2024E

全球总产能：等效8英寸 2125 2295 2459 2613

全球产能增速 8.0% 7.2% 6.3%

国内厂商产能：等效8英寸 326 427 532 625

国内产能增速 31.2% 24.6% 17.4%

国内厂商产能占比 15.3% 18.6% 21.6% 23.9%

国内厂商产能：分尺寸统计

8英寸 92 111 121 126

8英寸产能增速 20.4% 9.2% 4.0%

12英寸：非等效 64 94 124 155

12英寸产能增速 47.1% 32.6% 24.8%

公司 尺寸 产线
产线
地址

规划产能
(万片/月)

预计建成
时间

制程

中芯国际

12英寸 上海临港基地 上海 10 2023年 28nm及以上

12英寸 中芯京城（1期） 北京 10
2022年

底
28nm及以上

12英寸 中芯深圳 深圳 4
2022年

底
28nm及以上

12英寸 中芯天津西青 天津 10 2024年 28-180mm

华虹半导体 12英寸 华虹七厂一期扩产 无锡 新增3 2022Q4 90-65/55nm

长江存储 12英寸 国家存储器基地2期 武汉 20 2022年 /

长鑫存储 12英寸 长鑫二期 合肥 12 爬坡中 17nm

上海积塔
半导体

8英寸 特色工艺生产线Fab1 上海 6 爬坡中
0.11/0.13/0.18

μm

12英寸 特色工艺生产线Fab2 上海 0.3 爬坡中 55/65nm

晶合集成 12英寸 晶合集成N2厂 合肥 4 2022年 55nm

表：全球及中国大陆晶圆产能概览 表：国内代工厂部分主要在建项目



半导体设备：大国重器，玉汝于成

资料来源：SUMCO，TEL，华海清科，华峰测控，中航证券研究所整理

◼ 半导体设备是晶圆制造的投资核心。设备投资占IC制造资本开支的70%-80%，且以前道晶圆制造设备为主，占设备总投资的85%以上。

◼ 上游基石环节，撬动千亿美元市场。根据SEMI数据，2022-2023年全球半导体设备市场规模将达到1175、1208亿美元，同比增长15%、3%。



中国是全球最大的设备市场，制裁强化替代逻辑

资料来源：各公司法说会，BIS《出口管制条例》，盛美上海招股书，中航证券研究所（其中AMAT Q4 指的是2022年11月-2023年1月）

公司
2022

Q3收入

Q3中国
大陆收入
占比

EAR对
Q4的影响

EAR对2023
年的影响

EAR影响的相关表述

ASML
57.8亿

欧元
15% 未披露

5%积压订单
（5%*380亿

欧元）

ASML为欧洲公司，只有有限的美国
技术，EAR影响有限，考虑供应链，

预计将间接影响5%的积压订单。

AMAT
67.5亿

美元
20% 4.9亿美元 25亿美元

公司预计FY23Q1的影响约4.9亿美
元，全年或影响25亿美元，对公司
Non-GAAP毛利率影响约1pct。

LAM
Reasearch

50.7亿
美元

30% 未披露
20-25亿美

元
预计CY2023年出口限制对总收入的

影响在20亿-25亿美元。

KLA
27.2亿

美元
31% 1亿美元 6-9亿美元

设备多为定制化，若中国fab厂缺乏
服务或备件，即使获得设备也很难
正常运行。EAR预计影响KLA 2023

年6-9亿美元收入。

◼ 美对华上下游封锁形势已成，国产替代势在必行。美国10月7日《出口管制条例》（EAR）对半导体设备出口设定了明确的阈值：①16/14nm以

下制程的FinFET或GAAFET逻辑芯片；②18nm及以下的DRAM芯片；③128层及以上的NAND闪存芯片。我们判断，制裁短期内会给晶圆厂扩产

带来阵痛，可能会延缓长存、长鑫等高端存储芯片厂的扩产节奏，对逻辑芯片制造影响有限。

◼ 从海外大厂披露的情况来看，预计EAR 2023年将影响三家美系设备厂（AMAT+LAM+KLA ）51~59亿美元的收入，且考虑到海外较大的订单积

压，部分收入/订单有望转移至国内设备大厂。

表：海外龙头对EAR影响的判断及订单积压情况 图：中国集成电路产业链及各环节所受制裁情况梳理



锻造内功，国产设备成长可期

◼ “国家安全”的定调坚定芯片自主可控决心，关键在于国内厂商持续锻造内功。当前设备厂商在某些细分环节已经具备完全替代的能力，且“去

A化”倒逼晶圆厂验证、采购国产设备，并促进设备厂加快技术攻坚。从国内几家半导体设备厂商的现有能力来看：除光刻机以外，其他主流环

节28nm及以上工艺基本已经能实现国产替代，部分厂商正在向14nm及以下拓展。当前时点国内晶圆厂扩产仍以28nm及以上成熟制程为主，也

为国产化设备的制程突破创造了一定的时间窗。

◼ 我们测算，2022H1中国半导体设备市场规模141.3亿美元，但国产化率仅15%左右，美国三巨头2022H1在中国的合计收入约80亿美元，假定国

产替代能实现50%/80%的去美国化，则国产设备厂还有2.1/3.3倍的成长空间。

公司名称 主要设备 制程能力

北方华创
平台型公司：刻蚀、薄膜沉积
（PVD为主）、清洗设备等

刻蚀机和薄膜沉积设备突破14nm，产业化应用

中微公司 刻蚀机/MOCVD CCP刻蚀机突破14nm及以下已实现产业化应用，进入5nm及以下晶圆生产线

华海清科 CMP设备 28nm已实现所有工艺全覆盖，14nm几个关键工艺CMP设备处于验证中

拓荆科技 PECVD/ALD/SACVD
主力PECVD产品应用于28nm及以上逻辑芯片，28nm以下产业化验证中；部分产品可
以用于14-28nm逻辑芯片

芯源微 涂胶显影设备/清洗设备
涂胶显影设备28nm及以上产业化应用，并继续关键技术的突破；前道清洗机28nm产
业化应用

盛美上海 清洗设备（向平台化转型） SAPS兆声波清洗技术已实现28nm产业化应用，14nm及以下正在开发

表：我国主要前道设备上市公司产品制程能力

资料来源：各公司公告，中航证券研究所



寻找高景气赛道的中游机会

附表：半导体行业投资机会梳理

资料来源：SEMI、Gartner、IC Insights、中航证券研究所（市场规模取2021年数据）

上游环节



寻找高景气赛道的中游机会

资料来源：WTST、SIA、中航证券研究所（市场规模取2021年数据）

附表：半导体行业投资机会梳理（接上页）

中下游环节



一、AI史上最长繁荣期，大国AI竞赛拉开序幕

二、大算力描绘AI的“暴力美学”

目录

四、风险提示

三、半导体作为AI算力核心，将再次成为大国博弈焦点



风险提示

◼ AI算法、模型存较高不确定性，AI技术发展不及预期

◼ ChatGPT用户付费意愿弱，客户需求不及预期

◼ 针对AI的监管政策收紧
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